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Abstract

This thesis is concerned with the study of Generalized Ornstein-Uhlenbeck
(GOU) processes and their application in ruin theory. The GOU processes,
which are the solutions of certain linear stochastic differential equations, have
been introduced in ruin theory by Paulsen in 1993 as models for the surplus
capital of insurance companies facing both insurance and market risks.

In general, these processes were chosen as suitable models on an a priori
basis. The first and main contribution of this thesis is to show that GOU
processes appear naturally as weak limits of random coefficient autoregres-
sive processes which are used extensively in various domains of applied prob-
ability. Using this result, the convergence in distribution of the ruin times,
the convergence of the ultimate ruin probability and the moments are also
shown.

The rest of the thesis deals with the study of certain properties of GOU pro-
cesses. In particular, the ruin problem for the GOU process is studied and
new bounds on the ruin probabilities are obtained. These results also general-
ize some known upper bounds, asymptotic results and conditions for certain
ruin to the case when the market risk is modelled by a semimartingale.

The final section of the thesis moves away from classical ruin theory and lays
some first directions for the study of the law of GOU processes at fixed times.
In particular, a partial integro-differential equation for the density, large and
small-time asymptotics are obtained for these laws. This shift away from
the ruin probability is explained by the fact that most risk measures used in
practice such as Value-at-Risk are based on these laws instead.






Resumé

Cette these contribue a I’étude des processus d’Ornstein-Uhlenbeck généralisés
(GOU) et de leurs applications en théorie de la ruine. Les processus GOU, qui

sont les solutions de certaines équations différentielles stochastiques linéaires,

ont été introduits en théorie de la ruine par Paulsen en 1993 en tant que

modeles pour le capital d'une assurance soumise au risque de marché.

En général, ces processus ont été choisis comme modeles de maniere a priori.
La premiere et principale contribution de cette these est de montrer que
les processus GOU apparaissent de maniere naturelle comme limites faibles
de processus autoregressifs a coefficients aléatoires, processus qui sont tres
utilisés en probabilité appliquée. A partir de ce résultat, la convergence en
distribution des temps de ruine, la convergence des probabilités de ruine ainsi
que la convergence des moments sont aussi démontrées.

Le reste de la these traite de certaines propriétés des processus GOU. En
particulier, le probleme de la ruine est traité et de nouvelles bornes sur
les probabilités de ruine sont obtenues. Ces résultats généralisent aussi des
résultats connus au cas ou le risque de marché est modélisé par une semi-
martingale.

La derniere partie de la these s’éloigne de la théorie de la ruine pour passer
a ’étude de la loi du processus a temps fixe. En particulier, une équation
intégrodifférentielle partielle pour la densité est obtenue, ainsi que des ap-
proximations pour la loi en temps courts et longs. Cet éloignement s’explique
par le fait que la plupart des mesures de risque utilisées dans la pratique sont
basées sur ces lois et non sur la probabilité de ruine.
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Introduction

Ruin theory is the part of actuarial science that studies the possibility of
insolvency associated with insurance practice. It is one of the oldest domains
of actuarial science and, in fact, its history traces back to the Enlightenment
and the development of probability theory, see e.g. [Pradier, 2003|. The
main questions which drive this research are: what is a good mathematical
model for the capital or surplus of an insurance company and, given some
good model, what is the probability of ruin or insolvency ?

We start by looking at the first of these questions. The part of ruin theory
that interests us specifically concerns the use of (continuous-time) stochas-
tic processesE] While this restriction gives a direction, the collection of
continuous-time stochastic processes is still very large and further consid-
erations are needed to obtain a candidate model. A standard approach is to
consider the risks associated with insurance practice and to choose a model
which is both relatively realistic and tractable.

In the context of financial risks, multiple different causes exist which differ-
entiate the types of risks faced by insurance companies. The Basel Commit-
tee on Banking Supervisionf] for example, distinguishes insurance or under-
writing risk due to the randomness in the times and sizes of payments to
the policy-holders, operational risk due to malfunction of business processes,
market risk due to random fluctuations of asset values, credit risk due to the
possibility of insolvency of a counterpart, etc... The question of the choice of

ISee Section for the definition of stochastic processes. In this thesis, we will focus
on continuous-time processes since, in addition to being in agreement with our experience
of time, the use of such processes allows the use of the powerful It6 or stochastic calculus
to study their properties.

2See e.g |Basel Committee on Banking Supervision, 2004] for a more precise definitions
of some of these risks.
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INTRODUCTION

a particular stochastic process is thus related to the question of what types
of risks to take into account.

In the seminal thesis [Lundberg, 1903], it is assumed that the only risk faced
by a company is due to underwriting insurance and the model of insurance
capital is given by the compound Poisson process with drift

Ny

i=1

where y > 0 represents the initial capital, p > 0 is a constant representing
the mean income received from payments by the policy-holders in some unit
of time, N = (IV;);>0 is a standard Poisson process representing the random
number and times of payments to the policy-holders in case of damage and
(Z;)ien+ is a sequence of non-negative random variables representing the ran-
dom sizes of these payments. The study of this model, which is usually called
the Cramér-Lundberg model, and its generalizations has given rise to a vast
body of literature which is thoroughly reviewed in [Asmussen and Albrecher,
2010].

Increasingly, the recognition that insurance companies invest their capital in
financial assets has lead to the addition of market risk to the model. Then,
two stochastic processes X = (X;)i>0 and R = (R;):>0 are considered and
the model is defined as the solution of the following stochastic differential
equation (see Section for the definition of these equations)

t

Yt:y+Xt+/ Y,_dR,, t >0, (2)
0+

where y > 0 represents the initial capital, X represents the profit and loss
due to underwriting insurance and the integral represents the profit and loss
of investment at rate R up to time t.E| Up to our knowledge, the use of
such general models, in the context of ruin theory, was suggested for the first
time in [Paulsen, 1993]. The solution of Equation is, under some condi-
tions (see Section , given by the generalized Ornstein-Uhlenbeck (GOU)

3The form of equation suggests that at each time the entirety of the capital of the
company is invested in a financial asset, but this depends simply on the definition of R.
For example, if the company only invests a fraction a € (0,1) of its capital we could use
the process (aR;)¢>o in (2 instead of R.

14



INTRODUCTION

process

vi—em (v+ t ERAX.) 120 )

+

where £(.) is the stochastic or Doléans-Dade exponential (see Proposition

1.2.10| for the definition).

The main goal of this thesis is to motivate GOU processes as candidate
models, which thus incorporate both insurance and market risks, and to
contribute to the study of some of their properties. This is done in three
parts (Chapters 2, 3, and 4) whose contents we now describe.

In actuarial mathematics, the choice of Equation or of the GOU process
as a model was mostly based on an a prior: choice. The main goal of
Chapter 2 is to show that it is indeed a model that appears naturally as a
limit of discrete-time processes which are used extensively in applied proba-
bility and in ruin theory, in particular. More precisely, consider the random
coefficient autoregressive process of order one which is denoted RCA(1) and
defined recursively by 6, = 0 and

Or = &k + Ok—1p, k € N,

where (g)ren+ and (pg)ren+ are two sequences of random variables. We
prove that, under additional assumptions, a certain (continuous-time) re-
normalization 6 = (Qt("))tzo, with n € N*, of this process converges in
distribution to a GOU process of the form when the time-step goes to
0 and where X and R are stable Lévy processes (see Theorem for the
result and the beginning of Section [2.2|for the details). In mathematics, such
convergence theorems are known as invariance principles.

To further describe the relevance of this result to ruin theory, we now in-
troduce the ruin time which is the stopping time (see Section for the
definition of stopping times) that corresponds to the first time a stochas-
tic process goes below 0. More precisely, the ruin times of ™ are defined
as

(y) = inf{t > 0: 6™ <0}, neN

and the ruin time of the GOU process as
7(y) = inf{t > 0:Y; < 0},

15



INTRODUCTION

where y > 0 represents the initial capital and with the convention that
inf{()} = oo. Equipped with these definitions, we continue in Chapter 2
by applying our previous invariance principle to prove the convergence in
distribution of the ruin times 7"(y) to 7(y), as n — oo (Theorem [2.2.3).
Equivalently, this proves that, for all 7' > 0,

lim P(r"(y) < T) = P(r(y) < T).

n—00 -

The (finite-time) ruin probability P(7(y) < T'), which represents the proba-
bility of ruin before some time 7" > 0, is fundamental to ruin theory. An other
quantity whose estimation is of importance is the ultimate or infinite-time
ruin probability P(7(y) < oo) which can be interpreted as the probability
that insolvency happens (without specifying a time-frame). In general, the
results for these quantities depend on y and thus give a theoretical control
on the possibility of ruin via the initial capital. We finish Chapter 2 by prov-
ing that the ultimate ruin probabilities (Theorem and the moments
(Theorem of #™ also converge to those of Y, in the case when & and
In(p;) are square-integrable. In this simpler case, we also give the explicit
values of the limiting quantities and thus give a way to approximate them
for RCA(1) processes when the steps between updates and their magnitudes
are small.

Before describing the results of the following chapters, we turn back for a mo-
ment to the Cramér-Lundberg model . The most well known result about
this model is that the ultimate ruin probability decreases at least exponen-
tially fast when y increases, when the safety loading condition E(X;) > 0 is
satisfied, and is equal to 1, for all ¥ > 0, when this condition is not satisfied.
This naturally leads to the question of how the ultimate ruin probability
behaves in the context of more general GOU models.

The surprising discovery in [Frolova et al., 2002|, [Kalashnikov and Norberg,
2002| and [Paulsen, 2002| is that, in this case, the ultimate ruin probability
decreases as a power function when y increases and that the safety loading
condition is replaced by a condition on R which separates the states of the
world into a large volatility and small volatility state. These results thus show
that the decrease of the ultimate ruin probability is slower when market risk
is added to the model, which is in agreement with our intuition. However, the
shift from the safety loading condition to the volatility condition is surprising.
This means, paradoxically, that the possibility of ruin depends on the state of

16



INTRODUCTION

the market (and the investment strategy) and not on the way the insurance
business is handled ; if we are in a small volatility state, the ultimate ruin
probability will decrease to 0 as y increases, even if insurance policies are
sold at a loss and, conversely, ruin will be certain, for all ¥ > 0, in a large
volatility state, even if the insurance business is managed perfectly. Since
these seminal papers appeared, the ruin problem for GOU processes has been
extensively studied (see for a summary of the known results). Here, we
simply mention that these results are in general concerned with the case
where X and R are Lévy processes (see Definition for the definition of
these processes).

In Chapter 3, we thus look at some extensions of these results. In view
of the previous discussion, we see that the focus for ruin theory, in this
context, should be on the returns process and the investment strategy of the
insurance company. In mathematical finance, the returns of an investment
strategy are modelled by a stochastic integral which is a semimartingale (see
Definition for the definition of this object). Thus, the first contribution
of Chapter 3 is to extend some results which were known when R is Lévy
process to the more general case when R is a semimartingale (see Corollary
3.2.2)for the generalization of an upper bound on the ultimate ruin probability
and Theorem for the generalization of a result on conditions for certain
ruin). This generalization also allows to consider more realistic markets which
change over time or switch between different states.

The second contribution of Chapter 3 lies in the focus on the finite-time
ruin probability. Indeed, most of the literature on this subject considers
the ultimate ruin probability instead. We believe that the finite-time ruin
probability is much more important than the ultimate ruin probability, since
it is more important to know if an insurance company will go bankrupt
before the age of retirement of some generation, rather than to know if it
will go bankrupt before the explosion of the sun. Thus, we obtain an upper
bound for the finite-time ruin probability (Theorem and prove that
it is asymptotically optimal in some sense and in a large number of cases
(Theorem (3.3.1]).

While the ruin probability is very important both from a theoretical and
practical point of view, most risk measures used in practice are based on
the law of Y;, for some fixed time ¢ > 0. For example, value-at-risk and
other quantile based risk measures play a central role in the Basel regulatory

17



INTRODUCTION

framework, see e.g. [Basel Committee on Banking Supervision, 2019]. Thus
we give, in Chapter 4, some directions for the study of the law of Y;, for
fixed t > 0. In particular, we use the theory of Markov processes to obtain
a partial integro-differential equation for the density when it exists (Theo-
rem and give sufficient conditions for its existence (Proposition [4.2.4).
Since this equation seems hard to solve analytically even in simple cases, we
then study approximations of the law of Y; when t is either small or large.
This leads, in particular, to the identification of a normal-log-normal mean-
variance mixture as a suitable small-time approximation (Section and a
log-normal distribution (in the small volatility case) as a suitable large-time
approximation for the positive (and negative) parts of the law of Y; (Section

1.4).

18



Chapter 1

Mathematical Definitions and
Basic Facts

In this chapter, we introduce the notations, mathematical objects and basic
facts that will be used throughout the thesis. The material in Sections
and is standard and we will, in general, follow [Jacod and Shiryaev, 2003]
for the presentation. The material in Section is less standard and we will
give the details for completeness.

1.1 Preliminaries and Notations

We are given a complete probability space (£2, F, P) which we can equip with
a filtration F = (F;);>0, so that (Q, F,F, P) forms a stochastic basis. Unless
stated otherwise, we will assume that the filtration F is complete (i.e. Fy
contains all P-null sets of F) and right-continuous (i.e. F; = Ny Fs, for all
t>0).

A stochastic process is a collection S = (S;);>0 of mappings S; : Q — ]RE]
We can also consider stochastic processes as mappings of €2 x R, into R via

!Since in this thesis we are interested in modelling a single insurance company and not
effects between them, we present the facts for stochastic processes valued in R rather than
R? or some more general space.

19



MATHEMATICAL DEFINITIONS AND BASIC FACTS

the map (w,t) — Si(w), for each (w,t) € Q x R,. For a fixed w € Q, the
mapping t — Sy(w) is called a path of S.

A stochastic process is measurable (respectively progressively measurable) if
the mapping (w,t) — Xi(w) is F ® B(R,)-measurable (respectively F; ®
B([0,t])-measurable, for all ¢ > 0), where B(FE) is the Borel og-algebra asso-
ciated to some topological space E. We say that S is adapted to F, if, for
each t > 0, the mapping w — S;(w) is F;-measurable. The natural filtration
FS = (F%)>0 of S, given by F¥ = 0(S,,0 < s < t), is the smallest filtration
to which S is adapted.ﬁ

We say that a stochastic processes is cadlag if there exists a set {2y of prob-
ability one, such that the path t — S;(w) is right-continuous with left-hand
limits, for all w € . Similarly, we say that a stochastic process is con-
tinuous (respectively left-continuous) if the paths of the process are con-
tinuous (respectively left-continuous) on a set of probability one. Given
a cadlag stochastic process S = (S;)i>0, we define the two following pro-
cesses S_ = (Si—)i>0 as So— = Sp and S;— = lim, ~ S; and the jumps
AS = (ASy)i>0 as AS; = S; — S

The space of adapted cadlag functions R, — R is denoted D, the space
of adapted left-continuous functions with right-hand limits I and the space
of adapted continuous functions C. The notation C* denotes the space of
k-times continuously differentiable functions and C*! the space of functions
with domain R, x R, which are k-times differentiable in the first variable
and [-times in the second. The notation C§ denotes the space of k-times
differentiable functions which vanish at infinity. When the domain is not R
(or Ry x R, ) but some other space B, we write C(B) to designate the space
of continuous function with domain B with the same convention for the other
functional spaces.

A stopping time T is a random variable 7 : Q — [0, oo] such that {7 < t} € F,
for all t > OE|

2Note that this filtration is not necessarily complete and right continuous. When
we extend it to satisfy these assumptions, it is in general called the augmented natural
filtration. However, in this thesis we will always take the augmented natural filtration and
we call it simply the natural filtration.

3Note that we allow stopping times to take an infinite value. We will use the term
finite stopping time when the stopping time is almost surely finite.
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MATHEMATICAL DEFINITIONS AND BASIC FACTS

: . as P
We will write % for the almost sure convergence, — for the convergence

in probability, 2 for the convergence in law and 2 for the equality in law.
We write E(Z) for the expectation of some random variable Z and Var(Z)
for its variance. A generic normal random variable with expectation p and
variance o is denoted N (i, 0?). The notation £(Z) designates the law of
the random variable Z and E(Z|G) denotes the conditional expectation of Z
with respect to some event, random variable or g-algebra G. When F' is some
set, we denote by 1p the indicator function of F'. Finally, for any =,y € R,
x Ay means the minimum of z and y, xV y the maximum, (z)" means x V0,
and x — [z] is the floor function.

Abbreviations : i.i.d. stands for "independent and identically distributed”,
(P—a.s.) stands for almost surely for the probability measure P, w.r.t. stands
for "with respect to” and r.h.s. and Lh.s. stand for "right-hand side” and
"left-hand side”. The abbreviation ”SDE” stands for stochastic differential
equation as defined in Section A PII is a "process with independent
increments” (see Definition and GOU process stands for ”generalized
Ornstein-Uhlenbeck process” (see Section [1.3).

1.2 Semimartingales and Stochastic Calculus

Intuitively, a semimartingale is composed of two parts: a finite variation pro-
cess and a local martingale. In this section, after defining these terms, we in-
troduce the notions of quadratic variation and characteristics of semimartin-
gales and present the fundamental example of the Lévy processes.

1.2.1 Martingales, Finite Variation Processes and Semi-
martingales

First, a martingale M = (M;);>o (respectively a submartingale, a super-
martingale) is a cadlag stochastic process, which is adapted to some filtration
F = (Fi)i>0 and satisfies E(|M,|) < oo, for each t > 0, and E(M,|F;) = M;
(respectively E(M;|Fs) > M, E(M,|F,) < M) (P —a.s.), for each s <t. A

21



MATHEMATICAL DEFINITIONS AND BASIC FACTS

martingale M is uniformly integrable if

sup E(|Mt|1{|Mt\Zn}) — 0, as n — o0, (1.1)
>0

and it is square-integrable if sup,~,E(|M|?) < oo. It is possible to check
that a square-integrable martingale is also uniformly integrable using de la
Vallée-Poussin’s criterion[]

A local martingale (respectively a locally square integrable martingale) is a
cadlag stochastic process, which is adapted to some filtration and for which
there exists a non-decreasing sequence of finite stopping times (7, ),en With
T /" 00, as n — 00, such that the stopped process M™ = (Minr, 147, >01)t=0
is a uniformly integrable martingale (respectively a square-integrable martin-
gale), for each n € N. Such a sequence of stopping times is called a localizing
sequence.

Given a cadlag and adapted stochastic process A = (A¢)¢>p on a stochastic
basis (2, F,F,P), we can define its first order variation over [0,T] (also
called total variation), for each w € Q, as

V(A)r() =5 Y [Auia(e) — Ayl

where the supremum is taken over all partitions 0 <ty <ty <---<t, =T
of [0,T]. Then, we say that A has finite variation over each finite interval
(or simply finite variation) if suppq V(A)r(w) < oo, for all w € Q, and that
A has integrable variation if E(V(A)s) < co. Using a localizing sequence
(Tn)nen, we can define the notion of locally integrable variation by asking
that V(A)™ has integrable variation, for each n € NJ

We are now ready to give the definition of a semimartingale which will be
used throughout the thesis.

4de la Vallée-Poussin’s criterion : if there exists a measurable function ¢ : Ry — R,
such that lim, . ¢(7)/x = 0o and sup;>q E(¢(|M;])) < oo, then is satisfied.

5The notion of locally finite variation is not needed, since it is equivalent to the notion
of finte variation. Note also that some authors use the terminology bounded variation
instead of finite variation.
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MATHEMATICAL DEFINITIONS AND BASIC FACTS

Definition 1.2.1 (Semimartingales and special semimartingales). A semi-
martingale S = (S¢)i>0 on a stochastic basis (Q, F,F,P) is a cadlag stochas-
tic process of the form

St:X0+At+Mt, tZO, (12)

where M = (My)i>o0 s a local martingale with My = 0 and A = (A¢)i>o 1S
a process with finite variation with Ay = 0, both adapted w.r.t. the filtration
F. Moreover, a semimartingale S is special if A is a process with locally
integrable variation.

In some texts, the condition for S to be a special semimartingale is replaced
by the requirement that A is predictable, i.e. measurable w.r.t. the o-field
P on 2 x R, generated by the left-continuous adapted processesﬂ In fact,
these definitions can be shown to be equivalent (see e.g. Proposition 4.23
p.44 in [Jacod and Shiryaev, 2003]). The predictability of A guarantees the
uniqueness (up to indistinguishability[]) of the decomposition (|1.2]), which is
then called the canonical decomposition of S.

1.2.2 Stochastic Integral and Quadratic Variation

To describe stochastic processes we need, in general, to go further than first
order variation. In order to define this notion of second order variation, we
now briefly recall the definition of the stochastic or It6 integral and the notion
of stochastic differential equations.

We start by considering the class G of simple predictable stochastic processes
of the form

H, = Hol{o} + Z Hil{(t,.)eﬂﬂ,nﬂ]]}’ t20
i=1

where0 =7 <75 < .-+ < 7,11 < oo (P—a.s.) is asequence of stopping times
such that, for each i = 1,...,n + 1, H,, is F,-measurabld’| and |H;| < oo

SIn the rest, we will also need the notion of optionnality (i.e. A is optional) which means
measurable w.r.t. the o-field O on Q2 x R generated by the cadlag adapted processes.

"Two stochastic processes X and Y are indistinguishable if P(X; = Y;,Vt > 0) = 1.

8Given a stopping time 7 for some filtration F = (F;);>0, we can define the stopped
o-algebra Fr as Fr = {A e FIAn{r <t} € Fi,t > 0}.
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(P — a.s.)ﬂ For any cadlag process S = (S;)i>0, we can then define the
application Ig : & — D as

Is(H), = HoSo+ Y _ Hi(S['™" = Sf'), t>0.

=1

It is possible to show that & is dense in IL for the so-called ucp topology
(see p.57 in |Protter, 2005 for the definition of this topology and for the
density result) and that, when S is a semimartingalelﬂ the application [g is
continuous for this topology (see Theorem 11 p.58 in [Protter, 2005]). Thus,
it is possible to extend uniquely (up to indistinguishability) Ig as linear
mapping on L, i.e. Ig : L — I, which we call the stochastic integral of H
w.r.t. S and which we denote I5(H) = [, HodS,s and Is(H) = [, H.dS,,
when we want to exclude 0. We refer to Section II.4 in [Protter, 2005] for
more informations and details about the stochastic integral.

A stochastic differential equation (SDE) is an equation relating the value
of a process with the value of the stochastic integral of this process. More
precisely, if S = (S¢)i>0 is some semimartingale with Sy = 0 and f : Q x
R, x R — R some function, we can write the equation

t
yt:YOJr/ £(.,8,Y,)dSs, t>0,
0+

where Yj is some Fy-measurable random variable, which we call a stochastic
differential equation (SDE). We will also often denote this expression by

dY, = f(.,t,Y;,_)dS,, t>0

with Yy = Y (P —a.s.). For the general results on the existence and unique-
ness of the solutions of these equations see e.g. Section V.3 starting p.255 in
[Protter, 2005].

9Here ]7i, 7;41] is a stochastic interval. A stochastic interval is a subset of Ry x Q of
the form [, 7] = {(t,w) : 11 (w) <t < 72(w)}, where 71 and 7o are two random times.
The preceding expression defines the closed stochastic interval. The open ]71, 2] and
half-open intervals [y, 72[ and [71, 2] are defined in a similar way.

0Note that Protter’s definition of semimartingale is different from ours. Definition
corresponds to what they call classical semimartingale and the two definitions are, in fact,
equivalent (see Theorem 47 p.146 in [Protter, 2005)).
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The quadratic covariation (or square bracket) of two semimartingales S and
U is then given by

¢ t
[S, U]t - StUt - S()U() - / Us_dSs - / Ss_dUs, t Z 0 (13)
0+ 0+
and [S, S] is called the quadratic variation of S which we write [S, S]; = [S]s,
for all t > 0.

It is possible to obtain a simpler expression for the square-bracket as a sum
of a predictable part and of a jump process. For this recall that given two
locally square-integrable martingales M and N, it is possible to define their
predictable quadratic covariation (or angle bracket) as the unique (up to in-
distinguishability) predictable process (M, N) = ((M, N););>o with locally
integrable variation such that (M;N; — (M, N);)i>0 is a local martingale.
The process (M, M) is called the predictable quadratic variation of M and
we write (M), = (M, M), for all t > 0. Note that a continuous local mar-
tingale is also locally square-integrable and, thus, that the angle bracket is
defined also when M and N are continuous local martingales.

It is known that any local martingale M can be decomposed uniquely (again
up to indistinguishability) as M, = Mo+ Mg+ M, t > 0, where M, is an Fo-
measurable random variable, M¢ = (M{f);>¢ is a continuous local martingale
and M?¢ = (M) is a purely discontinuous local martingal (see e.g.
Theorem 4.18 p.42-43 in [Jacod and Shiryaev, 2003|). The process M€ is
then called the continuous part of M. Thus, to any semimartingale S we
can associate its continuous martingale part S¢ which corresponds to the

continuous martingale part of the local martingale in any decomposition of
the form ([1.2)) H Using these additional facts, it is possible to show that

[S, U]y = (S, U + Y AS,AU,, t >0, (1.4)

0<s<t

(see e.g. Theorem 4.52 p.55 in [Jacod and Shiryaev, 2003]).

A local martingale M = (M;);>o is purely discontinuous if My = 0 and (M;N;);>o is
a local martingale for any continuous local martingale N = (N¢)¢>¢.

12T prove that it is unique (up to indistinguishability) take two possible decompositions
S, = 8So+ Ay + M, and S, = So + A, + My, for all t > 0. Let N, = A, — A, = M, — M,,
t > 0. Then, by definition N is a local martingale and a finite variation process, and,
by Lemma 4.14 p.41 in [Jacod and Shiryaev, 2003|, it is thus purely discontinuous. So,
M§ = Mg, for all t > 0.
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We can now state the famous It6 formula for semimartingales (see Theorem
4.57 p.57 in [Jacod and Shiryaev, 2003| for the proof).

Lemma 1.2.2 (It6’s formula). Let S = (Si)i>0 be a semimartingale and
f €C*(R). Then, (f(S:))i>0 is a semimartingale and

F(S0) = F(S0) + /f S, + /f“ (5%,

f(S)—f f(Ss2)AS), t>0.

0<s<t

1.2.3 Random Measures, Compensators and Compen-
sated Integrals

In this section, we introduce the notions of random measures and their com-
pensators. These will be used to describe the jumps of a stochastic process
by encoding the random numbers and sizes of jumps.

First, a random measure on Ry x FFis a family p = (u(w;dt, dz))yeq of
measures on (Ry x E,B(R;) ® B(E)) (where the o-algebra is the tensor
product of the Borel o-algebras) satisfying pu(w; {0} x E) =0, for all w € Q.
Recall that P, respectively O, denote the predictable, respectively optional,
o-algebras on {2 x R, . Since a random measure is a measure for each w € €2,
we can define its integral process H i = ((H * p);)>0, for any function H
on 2 x Ry x E which is O ® B(E)-measurable, by

H x py(w / /H w, s, z)u(w; ds, dx), (1.5)
if fg S| H(w, s, 2)|p(w; ds, dz) < oo and by H * py(w) = oo otherwise, for all
t>0.

Rather than working directly with random measures, it is often useful to
consider their predictable compensator (or simply compensator) which are

13Here the space (E,B(E)), where B(E) is is the Borel o-algebra on F, has to be a
Blackwell space, see Chapitre III in [Dellacherie and Meyer, 1975| for a definition. In the
rest of the thesis, (E, B(E)) will be R with its Borel o-algebra which is a Blackwell space
and represents the space of the jump sizes of some stochastic process.
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defined in the following proposition (for the proof see Theorem 1.8 p.66-67
in |[Jacod and Shiryaev, 2003]).

Proposition 1.2.3 (Compensation formula). Given a random measure p
satisfying some additional condz’tz’onsfﬂ there exists a random measure, called
the compensator of p and denoted P, which is unique up to a P-null set and
is defined by the following equivalent conditions :

1. E(H * pioo) = E(H * pi2.), for any function H on Q x Ry x E which is
P @ B(E)-measurable,

2. for any function H on Q x Ry x E which is P @ B(E)-measurable and
such that |H|* p is a (cadlag adapted non-decreasing) locally integrable
processes, |H|* P is a locally integrable processes and H * p — H % P
15 a local martingale.

Moreover, there exists a predictable integrable non-decreasing process A and
a kernel K(w;t,dz) from (2 x Ry, P) to (E,B(E)) such that

PP (w; dt, dx) = dAy(w) K (w; t, dz). (1.6)

One of the most useful examples of a random measure is the jump measure
associated with a cadlag adapted stochastic process S which is defined on
R, x R by

ps(ws dt, dr) =Y~ 1{as, ()00 a5, w)) (ds, do),

s>0

where 0 is the Dirac measure at some point in R, x R. Intuitively, this
measure counts the number of jumps of different sizes in some subset of

time. We have, given any function H for which (1.5 is defined, that

t
/ /H(w,s,x)ﬂs(w;ds,da:) = Z Lias, @20 H(w; s, ASs(w)), t > 0.
o+ JR

0<s<t

In fact, for the jump measure g there exists a version of the compensator
(see Proposition 1.17 p.70 in [Jacod and Shiryaev, 2003|) with some nice

14We omit these conditions since the random measures we will consider in this thesis
automatically satisfy them. See Theorem 1.8 p.66-67 in [Jacod and Shiryaev, 2003| for
the details.
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properties which we denote vg and we call the compensator of the jump
measure. Then, given any function H on Q x R, x E which is P ® B(E)-
measurable and for which |H| % pg is locally integrable, we can define the
compensated integral (or stochastic integral w.r.t. pus — vg) by

Hx(ug—vs) = Hx* g — H *vg (1.7)

which is a purely discontinuous local martingaleF_g] An equivalent (but more
cumbersome) notation is the following

t
Hx (ug —vs), = / /H(w; s, x) (us(w; ds, dr) — vs(w;ds,dx)), t > 0.
0+ JR

1.2.4 Characteristics and Canonical Representations
of Semimartingales

Semimartingales can be described very precisely using a triplet (B,C,v)
consisting of some finite variation process B, the quadratic variation of the
continuous martingale part C' and the compensator of the jump measure v.
In this section, we define this triplet formally and give some properties that
are related to it.

Consider some semimartingale S = (S¢)i>o on (2, F,F = (F;)i>0, P). Let
h : R — R be a so-called truncation function, i.e. a function which is
bounded and such that h(xz) = z is some neighbourhood of O.m Define

S(h)y= > (AS.—h(AS,)), t >0

0<s<t

and S(h) = S — S(h). Since AS, — h(AS,) # 0 only if |AS,| > a for some
a > 0, we see that S(h) has bounded (by @) jumps and that it is a special
semimartingale (see Lemma 2.24 p.44 in [Jacod and Shiryaev, 2003]). Thus,
we can write its canonical decomposition

S(h)t - SO + B(h)t + M(h)t, t Z O,

> Note that the standard definition is different and we used, in fact, a useful defining
property. See Definition 1.27 p.72 in [Jacod and Shiryaev, 2003].
161n latter chapters, we will generally choose h(z) = Tlyp<1}-
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where B(h) is a predictable finite variation process with B(h), = 0 and
M (h) is a local martingale with M (h), = 0. Using this decomposition, we
can define the characteristics (or characteristic triplet) of S as the triplet
(B,C,v) where B = B(h), C' = (S°) and v = vg is the compensator of the
jump measure pg. Note that we can choose a version of v such that process
(|z|*> A 1) * v is locally integrable (see 2.13 p.77 in [Jacod and Shiryaev,
2003)).

Given a semimartingale S = (S;)¢>0 with characteristics (B, C,v) and jump
measure g, we thus have the following representation

St =80+ By + Sy + h* (us —v)e + ((x — h(x)) * pg),, t>0, (1.8)

which is called the canonical representation of S.E] (It is automatic that
the compensated integral and the integral w.r.t. the jump measure are well-
defined for any truncation function h.)

It is possible to simplify this expression even further when S is a special
semimartingale, which happens if and only if (|z|*A|z|)*v is locally integrable
(see Proposition 2.29 p.82 in [Jacod and Shiryaev, 2003|). Then, if S; = Sy +
A;+ M, t > 0, is its canonical decomposition, we have that the compensated
integral is well-defined for the function H(w;t,z) = x and

Sy =So+ A+ S+ xx (g — )y, >0, (1.9)

(see Corollary 2.38 p.85 in [Jacod and Shiryaev, 2003)|).

1.2.5 Processes with Independent Increments (PII) and
Lévy Processes

One of the most important and tractable examples of semimartingales is
given by a class of processes with independent increments and, their station-
ary counterparts, the Lévy processes. For these processes, the characteristic
triplet is deterministic, has a simple form and completely characterizes the
law of the process. In this section, we give the basic definitions and some
important results related to these processes.

1"Note that we will often commit a slight abuse of notation by writing f(x)* u for f* p.
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Definition 1.2.4 (Processes with independent increments (PII) and Lévy
processes). A process with independent increments S = (Si)i>0 (also abbre-
viated as PII) on a stochastic basis (2, F,F,P) is a cadlag stochastic process
adapted to F = (F;)i>o such that Sy = 0 and the increments Sy — Ss are inde-
pendent of Fs, for each s <t. A Lévy process L = (L)i>o i a PII for which
the distribution of the increments L, — L, depends only on the difference
t —s, for each s < tEg]

Note that a PII is not necessarily a semimartingale (see Section IL.5 starting
p.114 in |Jacod and Shiryaev, 2003| for more information), but in this thesis
we will be interested only in PII that are also semimartingales. The following
fact, which is given in Theorem 4.15 p.106 in [Jacod and Shiryaev, 2003|, will
be useful in our context.

Proposition 1.2.5. Let S = (S;)i>0 be a semimartingale with Sy = 0. Then,
S is a PII if and only if there exists a version (B,C,v) of its characteristics
that are deterministic.

In fact, as mentioned above, it is possible to go further and to show that the
characteristic function of a PII semimartingale is completely determined by
its characteristics (see Theorem 4.15 p.106 and Theorem 4.25 p.110 in [Jacod
and Shiryaev, 2003|) but we will not use these facts. However the similar
statement for Lévy processes will be used a lot (see Corollary 4.19 p.107 in
[Jacod and Shiryaev, 2003| for the proof).

Proposition 1.2.6 (Characteristics of Lévy processes and Lévy-Khintchine
formula). A stochastic process L = (Ly)i>o is a Lévy process if and only if L
is a semimartingale admitting a version of its characteristics (B,C,v) (for
the truncation function h) that has the form

B, = at, C, = 0%, v(w;dt,dz) = dtK(dx),

where a € R, 0 > 0 and K is a positive measure on R such that K({0}) =0
and

/R(|$|2 A1) K(dx) < oo.

18Note that in older texts (e.g. in [Jacod and Shiryaev, 2003]) the term process with
stationary independent increments or PIIS is used rather than the now more common
term of Lévy process.
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Moreover, for allt > 0 and u € R,
ulL . 1 2 2 iux .
E(e™") = expt (zua Lo + /(e —-1- wh(z))K(dm)) :
R

In general, the exponent
1 )
U(u) = iua — 502112 + /(e““” — 1 —iuh(z))K (dx)
R

is called the Lévy-Khintchine exponent of L. We interchangeably call (a, 02, K)
and (B, C,v) the characteristic triplet of L. From the above proposition, we
also see that a Lévy process is always a semimartingale. Thus, we can write
its canonical representations and which in this case are called
Lévy-1to decomposition.

Proposition 1.2.7. (Lévy-Ité decomposition) Let L = (L;)i>0 be a Lévy
process with characteristic triplet (a,0?, K) (for the truncation function h).
We have

Li=at+ oW+ hx*(up —v)+ ((x — h(z)) * g, t>0, (1.10)

where y, is the jump measure, W = (W,)>0 s a standard Brownian motion
and v(w;ds,dx) = dsK (dx). Moreover, when [, (|x|* A|z])K(dx) < oo, (i.e.
when L is a special semimartingale) we have

Li=ct+oWy+x*(up —v), t>0, (1.11)

where

c=a-+ /R(q: — h(z))K(dz).

An important comment is that, in the Lévy case, the processes in the de-
composition are independent. This is not necessarily true for the more
general semimartingale decomposition. An other important fact is that Lévy
processes do not jump at fixed times, i.e. we have AL, = 0 (P — a.s.), for
all t > 0.

Lévy processes also posses a duality property which relates them to a ”time-
reversed” version of the process. The following proposition is stated in
Lemma 3.1 in [Carmona et al., 2001] and is an adaptation of the general
result given in e.g. Proposition 41.8 p.287 in [Sato, 1999].
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Proposition 1.2.8 (Time-reversal of Lévy processes). Let L = (L;)i>0 be a
Lévy process. Then, for each t > 0, the process (Ls)o<s<t given by

f/s = Ly — L(t—s)—a
for all 0 < s <'t, has the same law as (Lg)o<s<t-

The last fact about Lévy processes that we will use extensively is the fol-
lowing law of large numbers. This result is well known (see e.g. Section 36
starting p.245 in [Sato, 1999]) but its proof relies, in general, on the approx-
imation of Lévy processes by random walks. We give here another method
based on the study of the Lévy-I1to decompositionﬁ

Proposition 1.2.9 (Law of Large Numbers for Lévy Processes). Let L =
(Li)¢>0 be a Lévy process with characteristic triplet (a,0?, K) for the trun-
cation function h(x) = a1y <1y. Assume that [o(|z]* A |z|) K (dz) < oo (or
equivalently that E(|L1]) < oo). Then, ast — oo,

L as
LR =a+ / zK (dz).
* {j2]>1}

Proof. The equivalence between E(|L,|) < oo and the condition on the mea-
sure K follows from Theorem 25.3 p.159 in [Sato, 1999]. Then, using the
Lévy-Ito decomposition (1.11]), we obtain

L

tt _E(L1)+0K+M

L t>0.
t

But, as well known, % %0, ast — oo. Now let M =z (ug — v). We will

show that
Mt a.s.
— = 0. (1.12)

Note that, for all t > 0, using (1.7]), we obtain
M, = ()—l-M()—{—M(g)

//{x|<1} (z = v) s, d) + //{x|>1} p(ds, da)
—/0 /{|w>1}xdsK(dx).

19This proof also appears in [Spielmann, 2018].
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By Theorem 9 p.142 in |Liptser and Shiryayev, 1989], to prove that

M(l) s
L%, (1.13)

it is enough that Dy, < +oo (P — a.s.), where D is the compensator of the
proces@ D = (Dy)s>0 defined by

AMY/a 2
D, = Z ( {1() +5)) , forallt >0,
oceer L+ [AM 7 /(1 + )|

and where AM{" are the jumps of M®. Since v({s},dx) = A{s})K(dz) =
0, because A is the Lebesgue measure, we obtain AMS(I) = AL 1qar, <1} by
Theorem 1 p.176 in |[Liptser and Shiryayev, 1989]. Thus, for all ¢ > 0,

D, — Z (ALy)*1(ar,<13/(1+s) / / 2 1gp<y /(1 + 5) 1 (ds, dz).

0<s<t I+s+ |AL |1{|AL5\<1} 14+ s+ |.’L’|1{‘m|<1}

Therefore, D satisfies

D, / / |21 a3/ ( 1+8)dsK(dx)

1+ s+ |21z

: (/odeS) (e °500)
< (/0 ﬁds) (/{|x<1} |x|2K(dx)> - /{|x|<1} 22K (dz) < oo,

for all t > 0, where the last integral is finite by definition of the measure K.
So, Do < 00 (P —a.s.), so (1.13) holds and if K ({|z| > 1}) =0, (1.12) also
holds.

Therefore, without loss of generality, we suppose that K({|x| > 1}) > 0.
(3)
Note that M% = — f{\x|>1} xK (dz), for all t > 0, so to complete the proof

20Up to now, we had only defined the compensator of a random measure. The general
definition is as follows: the compensator A= (fl)tzo of an increasing locally integrable
process A = (A;);>0 is the unique increasing locally integrable predictable process such
that (A; — /Nlt)tzo is a local martingale. See e.g. Theorem 3 p.33 in |Liptser and Shiryayev,
1989| for the proof of the existence of this object.

33



MATHEMATICAL DEFINITIONS AND BASIC FACTS

we need to show that

M(Z) ws
L% / K (dxr). (1.14)
t {]21<1}

It is well known that the jump measure p; of a Lévy process is a Poisson
random measure with intensity A x K, where A is the Lebesgue measure (see
e.g. Proposition 3.7 p.79 in [Cont and Tankov, 2004]). Then, by Lemma
2.8 p.46-47 in [Kyprianou, 2014], M?) is a compound Poisson process with
rate K ({|z] > 1}) and jump distribution K ({|z| > 1}) 7' K (dx)|{jz>1} (where
K (dx)|{jz/>1} represents the restriction of the measure K to the set {|z| > 1}).
More precisely, we can write

Ny
=) Y, t>0,
i=1

where N = (Ny)>0 is a Poisson process with rate K ({|z| > 1}) and (Y;);en-
is a sequence of i.i.d. random variables, which is independent from N and
with distribution K ({|z| > 1})"'K(dx)|{jz>13. Conditioning on N, using
the strong law of large numbers and noting that N; 3 400, we obtain

M”

t

ZY EW) = K(|z| > 1)—1/ cK (dz).
{lz|>1}

Finally, using the fact that & “3 K ({|z| > 1}), we obtain

M? N MY,
R S —>/ xK(dr),
t t N {|z|>1}

as t — 0o, and so ((1.14)) holds, which implies ([1.12)). ]

1.2.6 Doléans-Dade Exponential and Exponential Trans-
form

As we will see, the main objects of this thesis, the generalized Ornstein-
Uhlenbeck processes, can be seen as the solution of certain stochastic differ-
ential equations. Thus, we will need some stochastic analogue of the expo-
nential function which we define in this section. The following specialization
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of Theorem 4.61 p.59 in [Jacod and Shiryaev, 2003| defines this object.

Proposition 1.2.10. (Doléans-Dade Exponential) Let S = (Si)i>0 be a
semimartingale. The equation

dY, = Y,_dS,, t >0,

Yo = 1 admits a unique (up to indistinguishability) cadlag adapted solution.
This solution, which is denoted E(S) = (£(5)t)i>0 and called the Doléans-

Dade or stochastic exponential, is a semimartingale and is given explicitly
by

E(S) = exp <St - %(Sc>t) H (1+AS)e 2% t>0.

0<s<t

Furthermore,
1. when S is a local martingale, then E(S) is a local martingale and

2. we have E(S) # 0 on the stochastic interval [0, 7] and E(S) = 0 on
[r,o00[, where T = inf{t > 0: AS; = —1}, with inf{(} = occ.

Actually, we have the following slightly more general result.

Remark 1.2.11. We can replace the initial condition Yy = 1 in the SDE of
Proposition|(1.2.10|by Yy = Z where Z is any Fy-measurable random variable.
Then, the claimed result still holds and the solution is given by

1
E(S) = Zexp (St — 5(56),5) H (14 ASy)e 2% ¢t >0.

0<s<t

See Théoreme 6.2 p.190 in |Jacod, 1979| for a proof.

We see that when AS; > —1, for all ¢ > 0, we have also £(S); > 0, for all
t > 0. In that case, we can define its exponential transform as the process
S = (S))i0 given by S, = In(E(S),), i.e. the process such that exp S, =
E(S)y, for all t > 0. It is easy to see that S is again a semimartingale and
that

A 1
S =8 — (S + > (In(1+ AS,) — AS,),

0<s<t
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because, rewriting Doléans-Dade’s exponential, we have

E(S) = exp (St — %(Sc)t + Z (In(1+ AS,) — ASS)> :

0<s<t
The jumps of S are given by
AS, =In(1+AS,), t>0.

Moreover, it is possible to check that when L is a Lévy process, its exponen-
tial transform L is also a Lévy process (see Corollary 8.16 p.137 in [Jacod
and Shiryaev, 2003]). In fact, it is possible to go a bit further and obtain the
characteristics of the exponential transform from the initial process and vice-
versa (see Theorem 8.10 p.136 in [Jacod and Shiryaev, 2003] for the proof of
the following proposition).

Proposition 1.2.12. (Characteristics of the Exponential Transform) Let
S = (St)i>0 be a semimartingale with AS; > —1, for all t > 0. Let
S = (St)i>0 be its exponential transform. Denote by (B, C,vs), respectively

A

(B, C, vg), the characteristics of S for the truncation function h, respectively
of S for the truncation function h. Then,

Bzé—i—%—i— (h(el’—l)—fl(m)) * Vg
c=0C
lieay * Vs = 1{(e=—1)ec) * Vg
and
B=B- ¢4 (ﬁ(ln(l + 1)) — h(x)) * Vg
C=C
lizcay * Vg = Lim(ta)eay * Vs,
for any set G € B(R).

1.3 Generalized Ornstein-Uhlenbeck (GOU)
processes

In this section, we define the Generalized Ornstein-Uhlenbeck or GOU pro-
cesses which will be the main objects of this thesis. We start with a brief re-
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view of the classical Ornstein-Uhlenbeck processes and its generalizations.

The Ornstein-Uhlenbeck (OU) process was initially introduced as model for
the motion of a particle in a fluid which is subjected a frictional force, see
the classic paper |[Uhlenbeck and Ornstein, 1930]. Rescaling the physical
parameters, it can be defined by the following SDE:

dY, = —\Y,dt + dB,, t >0, (1.15)

where Yy = y € R is the starting point of the process, A > 0 and B = (By)>0
is a standard Brownian motion. This SDE can easily be solved to obtain the
explicit expression

t t
Y, =e M <y+ / e—ASdBS> = ye M+ / e N=9dB, t>0.  (1.16)
0 0

Since it has been introduced, the OU process has been used to model numer-
ous phenomena that exhibited the so-called mean-reverting property, which
essentially means that the phenomenon has a tendency to revert to some
mean state over time. For example, it has famously been suggested in [Va-
sicek, 1977 as a model for the evolution of interest rates.

From a mathematical point of view, a first generalization of the OU process
appears in [Hadjiev, 1985|. In this first generalization, the Brownian motion
B is replaced with a more general Lévy process L = (L;)i>0, so that the
considered equation becomes

Y, = —\Yidt + dL,, t >0, (1.17)

with a similar explicit form. Such processes are called Lévy-driven or Lévy-
type Ornstein-Uhlenbeck (LOU) pmcesseﬁ. Again, these processes were
used in mathematical finance as models for the interest rates, see |[Patie,
2005)|.

We see, in this first generalization of the OU process, that the idea is to
replace the Brownian motion B appearing in (1.15)) by a more general process.
In a similar fashion, we could also try to replace —Adt by something more

2INote that some authors, see e.g. [Hadjiev, 1985|, used the term generalized Ornstein-
Uhlenbeck processes for these processes. However, since they are not the most general
possible, this terminology is less natural.
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general. In fact, this line of inquiry leads naturally to the study of the
following linear stochastic differential equation

dY, = dX, + Y,_dR,, t >0, (1.18)

where Yj is some Fp-measurable random variable, and X = (X;);>¢ and
R = (R:)t>0 are two semimartingales. We see that, if Ry = —At and X; = By,
we obtain the OU process and, if R is as before and X; = L;, we obtain the
LOU process. It is in that sense that is a generalized version of
and . Note also that when X; = 0 and Yy = 1, we obtain the Doléans-
Dade exponential.

1.3.1 Existence and Uniqueness of Solutions for Linear
SDEs

The question of the existence and uniqueness of the solutions of (1.18]) is
settled in the following proposition.

Proposition 1.3.1 (Théoreme 6.8 p.194 in |Jacod, 1979]). Define the fol-
lowing sequence of stopping times 7o = 0 and 7,41 = inf{t > 7,,|]AR, = —1},
for alln € N, with inf{()} = co. Then, the SDE with the initial condi-

tion Yo = y € R admits an unique (up to indistinguishability) solution given
by Yi = 3 en Y Lelrnmn s with

t
Y;(n) _ Ut(n) (y+AXTn +/ (Us(ﬁ))—ld(X;_n—O—l — X
0+
(1.19)

t
- /0 (U™ ey eomnpdlX, B™ — Rm]s)
+

where Ut(n) =E(R™ — R™);, t > 0.

Proof. To prove the uniqueness, let Y = (Y});>0 and Yy = (?})tzo be two
solutions of 1) Then, Z; =Y; — Y, solves

dZt - Zt,th, t 2 O,
with Zy = 0, and thus, by Remark|[1.2.11] Y is indistinguishable from Y.
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We now show that the semimartingale defined in Equation (1.19)) solves
(1.18)). For simplicity, write X(™ = X™+1 — X™ and R™ = R™+ — R™,
Define

t
H™ = (y + AX,, ) () e[rm oo} +/ UMYy~ tax™
0+

t
_/o (UMY )0 dIX, R™], ¢ > 0.
+

Letting Y™ = UMH® | we see that Y™ = Y =Y on the set [7,, Tni1]
and V™ = Y™ — ¥ on the set 175 1]

Taking the difference between U™ H™ and U H!™, and using the defini-
tions of the square brackets (|1.3), we obtain, for all ¢ > 0,

t t
Y;(n) = (y —+ AXTn)l{(t,.)e[[Tn,ooﬂ} + H dU (n) + / Us(i)ngn)
Tn+ Tn+
+ [H("), U(")]t — [H(”), U(n)]Tn.

But, [H™,U™],. = 0. Moreover, U™ and H™ are constant on [0, 7,,], so

t t
/ = aUum = / a"Mau
Tn+ 0+

t t
/ UMagm = / UM,
Tn+ 0+

This yields, for all ¢ > 0,

and

t t
Yt(") = (y+ AXTn)l{(t,.)e[[Tn,oo[[} + / Héi)dUs(n) + / ng)st(n)
0+ 0+

+ [H™ U™,

Now we simplify the dlfferent terms ag)%)earing on the r.h.s. of the equation
above. First, we have dU t > 0, and so

t
/ HM U = / HMUM AR = / vaR™m. (1.20)
0+
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Then, we have

t t rr(n)
() 77(n) _ 3 (n) Us- n
/0+ U™ = X = /0+ U:(n) LisemmpdlX, R™s. (1.21)

Next, we have

t
- [X(n)7 R(n)]t - A ﬁl{(sv')eﬂovTrrkl[[}dHX’ R(n)]’ R(n)]s
+

= [X( ),R( )]t —/ —1{(3,.)6[[0,Tn+1[[}d[X7 R( )]5
(1.22)

since

t
(X, R™], R™)], = / ARMd[X, R™,,
0+

by Proposition 4.49 p.52 in [Jacod and Shiryaev, 2003].
Now, since AUt(n) = Ut(f)AR,En), for all t > 0, we obtain

t (n) " (n) (n)

Us- n U, AR

/ oy L et0mnpdX, R™ +/ — 5 Leef0mp X, B,
o+ Us o+ Us

) /°+ (Us(”) T | HeoebanndX, R™;

oAUty
= ——+ — |1 S, Tn dX,R(n)s
/0+ (Us(n) U™ {(s.)el0.mm 1] ]
= [X7 R(n)]t/\(Tn+1)f'

Thus, putting the above computation and (|1.20f), (|1.21)) and ({1.22) together,
we obtain

t

V™ = (y + AX:) Lgoetmoops + X + / VM aR™
0+

+ (XM RM], — (X, R™),

Tn+1)*'
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Now, using Theorem 23 p.68 part (iii) in [Protter, 2005, we obtain
[X(n)7 R(n)]t = [XT"+17 R(n)]t — [XTn, R(n)]t = [Xu R(n)]t/\TnJrl'

And so, using Theorem 23 p.68 part (i) in [Protter, 2005] and the fact that
ARS:)H = —1, we obtain on the set {711 < o0},
[X(”),R(")]t - X, R(n)]tA(Tn+1)— = A[X, R(n)]mﬂ1{(t,.)6[[7n+1,00[[}
= AXo, AR 110 )efrr ool
= —AXe Y )efrieo )

On the event | 7,,, T, 11], we also have fot N Ve = I g N Y"dR™ . and thus
we have shown that

t
v =y 4 x ™ +/ Y AR £ AX, Liepmoel)
0+ (1.23)

— AXTn+1 1{(t,.)€[[7'n+1,00[[}'

Next, note that

0 on [0, 7,[
Y;rn-H - YtTn = Yt - YTn on [[Tna Tn—f—l[[
YTn+1 - K’n on IITTLJF]-’ OO[[

Since Y™ = 0 on [0,7,[ and Y = Y = (Y(™)™+1 on [r,, 7, 1[ with
v 21 = 0, this is equivalent to

Y =Y = VY = Vo Letmoe + Yo Leln ol
for al ¢ > 0. Since Y, = AX, on {1, < oo} and Y, , = AX, ,, on
{Tns1 < 00}, we obtain using ((1.23)), that

t
}/t7—n+l _ )/tTn — y + Xt(n) _|_ / Ys_ngn), t Z O
0+

Note that 7, — 00, as n — oo, and so we can sum the preceding expression
over n € N and we obtain a finite expression for Y; at each time t > 0.
Moreover, Y solves (1.18) by construction. ]
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We see that a sequence of stopping times appears to avoid that the Doléans-
Dade exponential of R becomes 0. When the jumps of R avoid —1, this
problem doesn’t occur and we have 7 = 0 and 73 = oo (P — a.s.), which
yields the following useful corollary.

Corollary 1.3.2. Assume that 71 = oo (P—a.s.). Then, the SDE with
the initial condition Yo = y € R admits an unique (up to indistinguishability)
solution given by

vi—em (v+ [ erax. - [ emax, 7). oo

In fact, in the context of models for the surplus of an insurance company,
E(R) represent the price of some asset and thus we will require it to be
strictly positive, which is equivalent to the condition AR, > —1, for all £ > 0
(P —a.s.).

1.3.2 Definition and Relation with Linear SDEs

We see, from Corollary [1.3.2] that the solution of (L.18)) starts to look like the
explicit form of the classical OU process (|1.16]). In fact when, in addition to
71 =00 (P —a.s.), we have [X, R]; =0 (P — a.s.), for all £ > 0, the solution

of ([1.18)) is given by

Y, = £(R), <y + /Ot E(R);_ldXs) = eft (y + /Ot e‘RSdXS) . (1.24)

+ +

for all ¢+ > 0, where R is the exponential transform of R. Due to its sim-
ilarity with the classical OU process, we call this process, the generalized
Ornstein-Uhlenbeck (GOU) process associated with X and R. The follow-
ing proposition shows that in many cases of interest the assumption that
(X, R]; =0 (P —a.s.), for all t > 0, is automatically satisfied.

Proposition 1.3.3. Assume that X and R are two independent semimartin-

gales and that at least one of the processes is a Lévy process. Then, [ X, R, =
0 (P —a.s.), for all t > 0.
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Proof. Without loss of generality, we assume that X is a Lévy process. We
show first that

Y AXAR,=0 (P—as.), t>0.

0<s<t
Fixt > 0, since X and R are cadlag adapted processes there exists two count-
able sequences (x;)ien+ and (7;);en+ which exhaust the jumps on (0,¢] of X
and R respectively, see Proposition 1.1.32 p.8 in [Jacod and Shiryaev, 2003].
Since, the processes are independent these sequences are also independent.
Then, note that

P ( > AX.AR, # o) =P (G O{x@- = 77j}>

0<s<t i=1j=1

< ZZP(M = 1;)-

i=1 j=1

Since X is a Lévy process, we have P(AX; # 0) = 0 and so P(x; = s) =0,
for all i € N* and s € (0,¢]. Thus, we obtain by independence P (x; = n,|n; =
s) =0 and

P(xi = ;) = E[P(xi = n;]n;)] = 0,
for all 7, 5 € N*. This yields the claimed fact.

Thus, [X, R, = (X, R%); (P —a.s.), for all t > 0, by Equation (L.4). But, a
product of independent continuous local martingales (w.r.t. some filtration)
is also a local martingale (w.r.t. the same filtration) (see e.g. Theorem 2.4
in [Cherny, 2006]) and thus the result follows from Corollary 1.4.55 p.55 in
[Jacod and Shiryaev, 2003]. O
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Chapter 2

GOU Processes as Weak Limits
of Discrete-time Processes

In this chapterfl, we prove that the GOU process can be seen as the weak
limit when the time steps goes to 0 of a large class of discrete-time processes,
which are classically used to model the surplus of insurance companies facing
both insurance and market risks. In our opinion, this chapter is the most
important part of the thesis since it gives a theoretical argument for the
importance of the GOU process in ruin theory and, more generally, in applied
probability.

The chapter is structured as follows: after introducing some notations, we
point to the related results in Section and we prove the main weak con-
vergence theorem in Section [2.2] From this result, we also deduce the con-
vergence in distribution of the ruin times in the same section. Then, we give
sufficient conditions for the convergence of the ultimate ruin probability in
Section and of the moments in Section [2.4] under general conditions. We
illustrate these results using examples from actuarial theory and mathemat-
ical finance.

Let (&)ren+ and (pg)ren+ be two independent sequences of ii.d. random
variables, with py > 0 (P —a.s.) for all k € N*. The autoregressive process of
order 1 with random coefficients, abbreviated RCA(1) or RCAR(1), see e.g.

!This chapter is based on joint work with Yuchao Dong in [Dong and Spielmann, 2019)
which is accepted for publication in Insurance: Mathematics and Economics.
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[Nicholls and Quinn, 1982], is given by
0 :€k+ek_1pk,k e N*. (21)

and 6y = y € R. Such processes, which are also called stochastic recurrence or
difference equations, appear frequently in applied probability. For example,
it is suggested in [Andeél, 1976] that RCA(1) processes could be useful in
problems related to hydrology, meteorology and biology. We also refer to
[Vervaat, 1979] for a more exhaustive list of examples. In ruin theory, the
RCA(1) process is a classic model for the surplus capital of an insurance
company where (& )ren+ represents a stream of random payments or income
and (pg)ren+ represents the random rates of return from one period to the
next, see for example [Nyrhinen, 1999, |Nyrhinen, 2001], [Nyrhinen, 2012]
and |[Tang and Tsitsiashvili, 2003].

In this chapter, we will prove the convergence of the process ([2.1) when the
timestep goes to 0 and under a suitable re-normalization to the generalized
Ornstein-Uhlenbeck (GOU) process given by

t
Y, = eft (y +/ e‘RS—dXS) >0, (2.2)
0

+

where R = (R;)i>0 and X = (X})¢>0 are independent stable Lévy processes
with drift P

One of the main uses of weak convergence is to prove the convergence of cer-
tain functionals of the path of the processes to the functional of the limiting
process and to use the value of the latter as an approximation for the former,
when the steps between two payments and their absolute values are small.
Motivated by ruin theory, we will use the weak convergence result to prove
the convergence of the ultimate ruin probability and the moments.

In general, the solution of the linear equation (|1.18]) or its explicit form ([1.24])
are chosen as a model for insurance surplus processes with investment risk
on an a priori basis. The ruin problem is then studied under the heading

2In our notation of Section we denoted the basic process R and its exponential
transform by R. Here, since the important process is the exponential transform, we denote
it for simplicity by R and we will use R to denote the inverse exponential transform
R, = £(eft*), for t > 0, where £ is the stochastic logarithm. (See Section 8 starting
p.134 in |Jacod and Shiryaev, 2003], for the definition and the properties of the stochastic
logarithm.)
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"ruin problem with investment” for different choices of R and X. We refer to
Section |3.1] for an overview of the relevant literature. The main convergence
results of this chapter could thus also be seen as a theoretical justification
for the continuous-time model in the context of models for insurance
surplus processes with both insurance and market risks in the spirit of [Dufhie
and Protter, 1992].

Before pointing to the related literature, we now state the Burkholder-Davis-
Gundy (BDG) and Doob inequalities which we will be used later in this
chapter for convenience.

Proposition 2.0.1 (Burkholder-Davis-Gundy (BDG) inequality, see Theo-
rem 6 p.70 and Theorem 7 p.75 in |Liptser and Shiryayev, 1989]). Let T be
a stopping time (which can be 0o), M = (M)i>0 be a local martingale, with

My =0 and g > 1. Then, there exists constants ¢, and C, (independent of T
and M ) such that

0<t<r

B (01 < B sup (01)1) < G (M127).

The Doob inequality is usually stated for uniformly integrable martingales,
but it can be adapted to non-negative submartingales.

Proposition 2.0.2 (Doob’s inequality, Theorem (2-2) p.44 in [Mémin, 1978|).
Let T € [0,00|, ¢ > 1 and M = (M,;)1>0 be a non-negative submartingale sat-
isfying E(M7) < oo. Then,

E < sup (Mt>q> < (L)qE(M;).

0<t<T q—1

2.1 Related Results

In actuarial mathematics, similar weak convergence results and approxima-
tions of functionals to the ones studied in this chapter are a well developed
line of research. In [Iglehart, 1969] it is shown that the compound Poisson
process with drift converges weakly to a Brownian motion with drift and it is
shown that the finite-time and ultimate ruin probability converge to those of
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the limiting model. These results are extended to processes with more general
jump times in [Grandell, 1977] and with more general jump sizes in |Bur-
necki, 2000] and [Furrer et al., 1997]. Similar convergence results are proven
for the integral of a deterministc function w.r.t. a compound Poisson process
in |Harrison, 1977|, this corresponds to the assumption that the insurance
company can invest at a deterministic interest rate. Some of the previous
results are generalized in [Paulsen and Gjessing, 1997|, where it is shown
that a general model with a jump-diffusion surplus process and stochastic
jump-diffusion investment converges to a particular diffusion process.

More closely related to our results are the papers [Cumberland and Sykes,
1982] and [Dufresne, 1989]. In |[Cumberland and Sykes, 1982], it is shown
that the AR(1) process (i.e. when the coefficients py are deterministic and
constant) converges weakly to a standard OU process. In [Dufresne, 1989,
it is shown that when the variables &, are deterministic and satisfy some
regularity conditions, we have a similar weak convergence result where the
process X in is replaced by a deterministic function.

The results in [Duffie and Protter, 1992] are also closely related. In that pa-
per, the authors study the weak convergence of certain discrete-time models
to continuous-time models appearing in mathematical finance and prove the
convergence of the values of certain functionals such as the call option price.
In particular, for the case & = 0, for all £ € N*, they show, using the same
re-normalization as we do (see below at the beginning of Section [2.2), that
the discrete-time process converges to the Doléans-Dade exponential
of a Brownian motion with drift. This generalizes the famous paper [Cox
et al., 1979] where it is shown that the exponential of a simple random walk
correctly re-normalized converges to the Black-Scholes model.

Finally, the relationship between the discrete-time process and
was also studied in [de Haan and Karandikar, 1989], where it is shown that
GOU processes are continuous-time analogues of RCA(1) processes in some
sense. More precisely, they show that any continuous-time process S =
(St)i>0 for which the sequence (S, )nen+ of the process sampled at rate h > 0
satisfies an equation of the form (2.1), for all ~ > 0, with some additional
conditions, is a GOU process of the form (2.2)), where X and R are general
Lévy processes. Our main result is coherent with this analogy but does not
seem to be otherwise related.

We thus contribute to these results by treating the case where (& )ken+ and
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(pr)ken+ are sequences of non-degenerate random variables and by giving, in
the square-integrable case, approximations of the ultimate ruin probability
and the moments for the RCA(1) process.

2.2 Weak Convergence of the Processes and
of the Ruin Times

In this section, we show that the discrete-time process correctly re-normalized
converges weakly to the GOU process and prove the convergence in distribu-
tion of the ruin times. We introduce the following set of assumptions.

Assumption (H*). We say that a random variable Z satisfies (H®) if its
distribution function F; satisfies

Fy(—2) ~kZ2 and 1 — Fy(z) ~ kiz™®,

as ¥ — 0o, for some 1 < a < 2 and some constants k7, kZ such that k7 +k7 >
0. Note that this assumption implies that E(|Z|) < co.

Assumption (H?). We say that a random variable Z satisfies (H?) if Z is
square-integrable with Var(Z) > 0, where Var(Z) is the variance of Z.

We now introduce some notations and recall some classical facts about weak
convergence on metric spaces, stable random variables and Lévy processes.

Recall that the space D of cadlag functions R, — R can be equipped with the
Skorokhod metric which makes it a complete and separable metric space, see
e.g. Section VI.1, p.324 in |Jacod and Shiryaev, 2003]. Let D be the Borel
sigma-field for this topology. Given a sequence of random elements Z( :
Q) Fm pM)) s (D, D), with n > 1, we say that (Z(),>; converges
weakly or in distribution to Z : (Q,F,P) — (D, D), if the laws of Z(™
converge weakly to the law of Z, when n — oo. We denote weak convergence
by 2™ % Z and we use the same notation for the weak convergence of
measures on R.

Concerning stable random variables Z of index «, the most common way to
define them is trough their characteristic functions:

E(e™?) = expliyu — clu|*(1 — iBsign(u)z(u, a))],
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where v € R, ¢ >0, a € (0,2], f € [-1,1] and

2, 0) = {tan (?) if o # 1,

—2In|ul if o = 1.

Stable Lévy processes (L;)i>o are Lévy processes such that L; is equal in
law to some stable random variable, for each ¢t > 0, with fixed parameters
€ [—1,1] and v = 0 (see e.g. Definition 2.4.7 p.93 in |[Embrechts et al.,
1997].)

Finally, note that if (Zy)gen- is a sequence of i.i.d. random variables such that
7, satisfies either (H*) or (H?), then there exists a stable random variable
K, and some constant ¢, > 0 such that

n

7. —
NS 4 g, (2.3)

Canl/cx

as n — oo where iz = E(Z;). In fact, when Z; satisfies (H?), a« =2, ¢, = 1
and K, is the standard normal distribution with variance Var(Z;). (See e.g.
Section 2.2 p.70-81 in [Embrechts et al., 1997] for these facts.)

The main assumption we will use and which combines the previous ones is
the following.

Assumption (H). We assume that (&)ren+ and (pg)ken+ are two indepen-
dent sequences of i.i.d. random variables, with p, > 0 (P — a.s.) for all
k € N*, and that & (resp. In(p;)) satisfies either (H*) or (H?) (resp. (H)
or (H?).) We denote by ¢, (resp. c) the constant and by K, (resp. Kjp) the
limiting stable random variable appearing in (2.3). In addition, we denote
by (L{)t>o (resp. (Ltﬁ)tz()) the stable Lévy processes obtained by putting

Ly LK, (resp. LY < Kp).

We can now state the main results of this section. Fix n € N*, we want
to divide the time interval into n subintervals of length 1/n and update the
discrete-time process at each time point of the subdivision. To formalize
this, we define the following process

-1
P()-een ()eer o
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where (£ ,in)) ren+ and (p,(gn)) ren+ have to be defined from the initial sequences.
Following an idea in [Dufresne, 1989], we let e = E(&) and p, = E(In(py))
and define

£ _ Me Sk He

k n  cont/e

and p,ﬁn) = exp(y,(in)) where

(n) _ Hp 4 In(pr) — pp
n cant/P

These definitions ensure that

E (Z 5;?”) =pe and E (Z hl(ﬂ;@)) = -
k=1

Moreover, when & and In(p;) both satisfy (H?), we choose o = 8 = 2
and ¢, = ¢z = 1, and then we have the following variance stabilizing prop-
erty:

(ka > Var(§;) and Var (Zln ) = Var(In(p;)).

k=1

Finally, we define the filtrations F\” = {0,Q}, F" = o((™, pi™),i =
L,....k), k € N*and 7" = Fl"),
and define #™ as the (continuous-time) stochastic process given by

émzew(@ﬂ)Jza
n

Theorem 2.2.1. Under (H), we have 6™ %Y, asn — oo, where Y =
(Yi)i>0 is the GOU process with Xy = pet + LY and Ry = pt + Lf,
for allt > 0. In addition, Y satisfies the following stochastic differential
equation :

for ¢ > 0, where [.] is the floor function

t
Yt=y+Xt+/ Yo dR,,t >0, (2.5)
0+
where
R, = Rt+ Vit Y (AT —1-AR,) . t>0,
0<s<t

and R¢ is the continuous martingale part of R and AR, is its jump at time
t>0.
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Example 2.2.2 (Pareto losses and stable log-returns). The assumption (H®)
is quite general and simple to check. To illustrate it we take the negative of a
Pareto (type I) distribution with shape parameter 1 < a < 2 for the loss &,
i.e. the random variable defined by its distribution function F¢(z) = (—x)~%,
for v < —1. The condition on « ensures that & has a finite first moment, but
an infinite second moment. Moreover, &; then satisfies (H®), with constants
k=1 and k5 = 0. We also have that pe = —a/(a — 1) and that

Z Ek — Me q
Co gnl/a ot

as n — 00, with
s

21 (a) sin(am/2)’

where I' is the Gamma function and where K, ¢ is a stable random variable
of index «, with v = 0, ¢ = 1 and 5 = 1 (see e.g. p.62 in [Uchaikin and
Zolotarev, 1999]).

Ca7§ =

For the log-returns In(p; ), we take a stable distribution with index 1 < & < 2,
and parameters 4 =0, ¢ =1 and § € [—1,1]. Then, we have p, = 0 and

—In(px) =, a
Cd’pnl/a

K& N
k=1

for all n € N*. Thus, Theorem [2.2.1{implies that §() L Y, as n — oo, where

t
Y, = (y+/ eRs‘dXs) >0,
0+

with X; = pet + La and Ry = p,t —|— L%, where L® and L% are stable Lévy
processes with L§ 4 —K,¢ and L¢ = K&p.

As already mentioned, we will be interested in the application of Theorem
to ruin theory and we now state the main consequence for this line of
study. Define the following stopping times, for n > 1,

™ (y) = inf{t > 0: 6" < 0}
with the convention inf{()} = 400, and also

7(y) =inf{t > 0:Y, < 0}.
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Theorem 2.2.3. Assume that (H) holds. We have, for all T > 0,
lim P(7"(y) <T) =P(r(y) <T)
n—0o0

and, equivalently, ™ (y) < T(y), as n — co.

Theorem implies the convergence of E(f(7"(y)) to E(f(7(y)), for any
continuous and bounded function f : R, — R. For example, we can obtain
the following convergence result for a simple form of the discounted penalty
function.

Corollary 2.2.4. Assume that (H) holds. We have
lim E(e " W1 c i) = Ble 1)< 1o0)),s

n—o0

for all a > 0.

When ¢&; and In(p;) both satisfy (H?), the limiting stable random variable
is, in fact, the standard normal random variable and the limiting process is
defined by two independent Brownian motions with drift.

Corollary 2.2.5 (Pure diffusion limit). Assume that & and In(p;) both sal-
isfy (H?2), then 6™ KN Y, asn — oo, for Y = (Yi)i>0 defined by with
R, = pot +0,W, and Xy = pet + agwt, for all t > 0, where (Wy)i>o and
(Wi)iso are two independent standard Brownian motions and 07 = Var(&)
and o> = Var(In(py)).

Example 2.2.6 (Pareto losses and NIG log-returns). To illustrate (H?) we
take again the negative of a Pareto (type I) distribution for the loss & but
with shape parameter o > 2, so that the distribution admits also a second
moment. For the log-returns, In(p;) we take the normal inverse gaussian
NIG(«, 3,6, ) with parameters 0 < |5| < «, § > 0 and p € R, i.e. the
random variable defined by the following moment generating function

E(e"?)) = exp (/w +6 (7 - m» :
where v = y/a? — 32, for all u € R.

Then, it is well known that
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and that 45 )
9 «

fo=p+—, 0,=0—5.

p v p ,YS

Thus, in this case, Corollary yields 6™ K Y, with

t
Y, = etrttoee (y + / e Hes 7 Wad (s + UgWS)) 1> 0,
0+

and where (W,);>0 and (W, );0 are two independent standard Brownian mo-
tions.

We now turn to the proofs of the previous theorems. The main strategy is
to rewrite the discrete-time process as a stochastic integral and to use the
well-known weak convergence result for stochastic integrals based on the UT
(uniform tightness) condition for semimartingales.

To rewrite the discrete-time process, note that, by induction, the explicit
solution of (2.4)), for all n € N* and k € N*, is given by

k
9(")( )—pr, +Z£ II A"

j=i+1
k i
=1 (y + Z&f") H(p§"))‘1> :
i=1 i=1 j=1

where, by convention, we set Hf:k 41 p(n) =1, for all n € N*. Thus,

ot
=T »" y+Z£ H : (2.6)
=1

7j=1

and setting X" = S ¢ and R = S 40 e obtain

t
o) = R <y+ / e—Ri”ng”)). (2.7)
0+

In fact, the above rewriting of the discrete-time process will prove very useful
for most proofs in this chapter.
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Remark 2.2.7. An other way to prove the weak convergence would be to
remark that since [X™, R(™], = 0, for all n € N*, we find that 0™ satisfies
the following stochastic differential equation :

t

0" =y + X" + / 0" dR™,

0+
where
(n) [nd] (n)
RV =R"W + 3" (A 1 ARM) =Y (7" — 1),
0<s<t 1=1

and to use the well-known stability results for solutions of stochastic differen-
tial equations. We refer to [Duffie and Protter, 1992] for an interesting appli-
cation of this method for different models in mathematical finance. However,

this way seems harder, in our case, since the process (R,En))tzo is less explicit
than (R\™
an (R;")o.

We now recall the UT condition, the weak convergence result and give two
lemmas to check the condition in our case.

Definition 2.2.8. Consider a sequence of real-valued semimartingales Z™
defined on (Q, F), (.Ft(n))tzo, P™), for each n € N*. Denote by H™ the
set given by

P
’H(n) — {H(n)‘Ht(n) S Z Ln’il[ti,tiﬂ)(t)ap €N,
i=1
—to<ti < <t,=t,
L™ is ]i(in) — measurable with |L™| < 1}.

The sequence (Z™)nen+ is UT (also called P-UT in [Jacod and Shiryaev,
20035], for "uniformly tight” and “predictably uniformly tight”) if for allt > 0,
for all e > 0, there exists M > 0 such that,

t
sup P ( / Hs(f)dZs(”)
0+

HM) e () neN*
For more information see Section VI.6 in [Jacod and Shiryaev, 2003]. One
of the interesting consequences of the UT condition is given by the following

>M)<e.
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proposition which is a particular case of Theorem 6.22 p.383 of |Jacod and
Shiryaev, 2003|.

Proposition 2.2.9. Let (H™, Z™), cn- be a sequence of real-valued semi-

martingales defined on (QM™, F™, (.E(n))tzo,P(”)) If (H™ z(M) KN (H,Z)
as n — oo and the sequence (Z™),en- is UT, then Z is a semimartingale
and when n — oo,

<H<n)7z(n>7/' H,S@dzgn)) 4 (H, Z, / Hs_dZs> .
0 0

The following lemma is based on Remark 6.6 p.377 in |Jacod and Shiryaev,
2003].

Lemma 2.2.10. Let (Z™),en- be a sequence of real-valued semimartingales
with locally bounded variation defined on (Q), F™), (ft("))tzo,P(”)). If for
each t > 0 and each € > 0, there exists M > 0 such that

sup P™ (V(Z™), > M) < ¢

neN*

where V(.) denotes the total first order variation of a process, then (Z™), >

1s UT.

Proof For each n € N*, H™ € H™ and t > 0, we find p € Nand 0 = ¢, <
t1 <---<t,=tsuch that

n)dZ <’Ln0’+Z’Lnl‘|Zt+1 Zt’<1+Z’th+1_Zti
=1 =1
<14+ V(ZM),.
Thus, the assumption implies the UT property. ]

The following lemma is based on Remark 2-1 in [Mémin and Stominski, 1991].

Lemma 2.2.11. Let (Z™),en+ be a sequence of real-valued local martingales
defined on (M, F (ft(n))tzo, P™) and Z a real-valued semimartingale on
(0, F, (F)is0, P). Denote by v™ the compensator of the jump measure of

Zm  1f zm) L Z asn — 00, then the following condtions are equivalent:
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(i) (Z")pen is UT,
(ii) for each t > 0 and each € > 0, there exists a, M > 0 such that

t
sup P (/ / 2|1 jpsay ™ (ds, dz) > M) < e
n>1 0 JR

Proof. From Lemma 3.1. in [Jakubowski et al., 1989] we know that, under

the assumption Z™ % Z as n — oo, (i) is equivalent to asking that for each
t > 0 and each € > 0, there exists M > 0 such that

sup P (V(B*"), > M) < e,

n>1

where V'(.) is the total first order variation of a process and B*" is the first
semimartingale characteristic of Z(™ (for the truncation function h(z) =

T1{jz[>a})-

Let’s compute V(B®") in this case. For a > 0 and n € N*, define Z;"* =
2" = Yocoet AZL (a2, 50y and B = [{ [ 21juzapr™ (ds, dx). We have,

Zf’a — Ztn#l + Bg,n _ B:Wl

t
_ 0 _ / / 1 say (™ (ds, dr) — ) (ds, dz)) — B™,
0 R

where (™ is the jump measure of Z(. Thus, since the two first terms
on the r.h.s. of the last line above are local martingales, their difference is
a local martingale with bounded jumps and thus the first semimartingale
characteristic of Z(™ is B{"". So,

t
V(B = [ [ folt g™ s, o
0o Jr
and this finishes the proof. n

We are now ready for the proof of Theorem [2.2.1

Proof of Theorem |2.2.1. To be able to apply Proposition [2.2.9, we need show
that (™, X(M), cy. converges in law as n — 0o and that (X™),ex- is UT.
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First, note that by definition of %in); we have

[n1] [nt]

" " nt In(p;) —
Rt():Z%ﬁ):up[n—]JrZ—(p) =3 (2.8)

1/8
i=1 - B

But [nt]/n — t asn — co. By the stable functional convergence theorem (see
e.g. Theorem 2.4.10 p.95 in [Embrechts et al., 1997]), the sum in the r.h.s. of
the equation above converges weakly to a stable Lévy process (Lf )i>0 with

Lf LK 3. Thus, we obtain

[nt]
_pn) n d . 1B
(e By Jiso= | exp | — E vl(f) — (e Kol Lt)
i=1

>0

>0

Similarly, by the definition of fi(n), we have

[nt] [nt]

Xt():ZfJFZ $ = e A™ £ N for all ¢ > 0. (2.9)
1

( . Canl/oz
=1 i=

Applying the stable functional convergence theorem again, we obtain (Nt(n)>t2(]
4 (L$)i>0, as n — oo, where L® is a stable Lévy motion, with L§ A K,,
which is independent of (Ltﬁ )i>0 since the sequences (& )ren+ and (pg)ken+ are
independent. Using the independence, we also have the convergence of the

couple (e®™, X™) as n — .

To prove that (X™),en- is UT, it is enough to prove that (A™), oy and
(N™), cn- are both UT. Note that A™ is a process of locally bounded vari-
ation for each n > 1 with V(AM™) = A Since Ag") <t, for all n € N*  we
have

supP(A™ > M) < P(t > M),

n>1
for all M > 0 and thus, by Lemma [2.2.10, the sequence (A™),en- is UT.

Now, note that, when ¢ > s and [nt] > [ns| + 1, using the i.i.d. property of
(&k)ken+ We obtain

[nt]
(n) W §i — e\ _
E(Nt _Ns()’}—s)— Z E<Cn1/a>—o‘
i=[ns]+1 @

o8



GOU PROCESSES AS WEAK LIMITS

When ¢t > s and [nt] < [ns]+1, N =N =0, and thus E(N"-NM|F) =
0. This shows that N™ is a local martingale for each n € N*. Then, denoting
by v the compensator of the jump measure of N (which is deterministic
since N is also a semimartingale with independent increments), we set

t
Sn:/ /\x!1{|z|>1}u(")(ds,dx),
0 R

for each n € N*| and we will show that the (deterministic) sequence ($;)nen
converges (and thus is bounded).

First, we have

t
/ / |17|1{\x|>1}V(n)(dSad$) =E ( Z |AN§n)|1{|AN(")|21}>
0o JR

[nt] N
L (5 )
(1]

= Canl/aE <|€1 - M€| 1{‘51—#«5'2004”1/0‘}) .

To compute the expectation on the r.h.s.; note that for any non-negative
random variable Z and constant a > 0 we have

Z [e'¢)
E(Z1{z>0) = E ( / 1{22a}d5€> =E ( / 1{Zzwva}d$)
0 0

:/ P(Z>xVa)dx
0

& — 1243
Canl/a

Ei— kg

canl/a

=aP(Z >a)+ /OOP(Z > x)dx.

nt
= an—l]/aE ((51 — He) 1{(517ug)20an1/a}>
[n1]

Ayl (‘ (& — pe) 1{—(sl—ug)2canl/a}>

t o
= [nt]P (& > pie + can®) + [”—l]/a/ P (& > pe+x)de
Cal conl/o

{e3

+ [P (61 < pg — can’®) + - [nl]/a / P (& < e — ) da.
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Using the fact that & satisfies (H*), we see that P (51 < pe — ca:cl/o‘) ~
Ete,cr ™ and P (& > g + corV/®) ~ kSt %!, as @ — 00. So,

lim s, = lim k&ﬂ ~ lim [nt] kflc};o‘n(l—a)/a
n—ooo n—o00 Ca n n—00 Canl/a 1—a
k' [n £ kS el-ap(-a)/a
+ lim u — lim [nl] 2C, M (2.10)
n—00 COé n n—00 Cy Tl Jo 1— o

KR a

t.
c a—1

Thus, the sequence is bounded and taking M > 0 large enough, we find
sup, > P(s, > M) < ¢, for each € > 0, and, by Lemma [2.2.11, we have then
shown that the sequence (N),cx- is UT.

To conclude we obtain, using Proposition [2.2.9] and the continuous mapping
theorem with h(zy,z9,x3) = (3 + y)/xo, (Ht(n))tzo N (Y:)i>0 where Y =
(Yy)iz0 is given by (2.2) with R, = p,t + L}, X; = pet + L2, for all t > 0.

In this case, we have [R, X]; = 0, for all ¢ > 0, (see Proposition [1.3.3]) and
thus, using Ito’s lemma and Proposition [1.2.12] we obtain the stochastic
differential equation ({2.5]). O

Proof of Theorem [2.2.3. We start by proving that P(info<<7Y; = 0) = 0.
First, note that

t
(oo} (- o0) o)
0<t<T 0<t<T ot

Using the independence of the processes, we then obtain

(gt io0) [ (e (- rewn) o)

where D is the space of cadlag functions and P.-& is the law of the process
(e7f);50. Denote S(g f0+ —)d X, for all t > 0.

Let (¢;)ien+ be an enumerating sequence of [0, 7]NQ. Since S(g) = (S(9)¢)>0
is a process with independent increments, S(g) has, for each fixed time ¢; > 0,
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the same law as a Lévy process L = (L;);>o defined by the characteristic
triplet (az,o?,vy) with
t; o2 rti
o =45 [V gsmyis. o =% [ sy
ti Jo ti Jo

and

v (dr) = 260 / " g(sds,

where (a, Jg, ve) is the characteristic triplet of X, see Theorem 4.25 p.110 in
[Jacod and Shiryaev, 2003]. Then, it is well known that L;, admits a density
if 02 > 0 or v(R) = oo, see e.g. Proposition 3.12 p.90 in |[Cont and Tankov,
2004]. But, when ¢, satisfies (H?), we have o7 > 0 and 07 > 0. When &,
satisfies (H®), we have v¢(R) = oo and v (R) = co. Thus, in both cases, L,
admits a density and we have P(S(g)y, =y) =P(Ls, =y) = 0.

Since (S(g)t)i>0 is cadlag we have

sup S(g9)e = sup S(9):,
0<t<T t€[0,71NQ

and, since a cadlag process reaches its supremum almost surely,

P ( sup S(g); = y) =P ( sup  S(g)e = y) <P (U{Sti(g) = y}>

0<t<T te[0,71NQ

€N
N N
= lim P (L_Jl{Sn(g) = y}) < lim > P(S;(9) =y) =0.

ThUS, P(infogtST Y;g = O) = 0.

Next, note that we have

{mf Yt<o}g{7<y>sng{ inf Ytso}

0<i<T 0<t<T
and
{ inf an) < O} C{m(y) <T} C { inf Qin) < O}.

0<t<T 0<t<T

Since 0™ 4 v by Theorem , we obtain from the continuous mapping
theorem that info<;<r an) A info<;<7 Yy, for all T > 0, since the supremum
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(and also the infimum) up to a fixed time are continuous for the Skorokhod
topology (see e.g. Proposition 2.4, p.339, in [Jacod and Shiryaev, 2003]). So,
by the portmanteau theorem,

: n : . (n)
< < <
limsup P(7"(y) < 7T) < limsup P (o%?ng g, < O)

n—0o0 n—o0

§P( inf Yt§0> :P( inf Yt<0)
0<t<T 0<t<T

<P(r(y) <71),

and

n—0o0 n—oo

- n . : (n)
< >
liminf P(7"(y) < T) > liminf P <0i1;1<fT 0" < 0)

ZP(inf Y;<O>:P(inf YtSO)

0<t<T 0<t<T

>P(r(y) <T).
0

We will now turn to the application of the results of this section to the ap-
proximation of certain functionals. We mention here, that we only prove the
convergence of the approximation and leave the question of rate of conver-
gence to future research.

2.3 Approximation of the Ultimate Ruin Prob-
ability

In this section, we deduce an approximation of the ultimate ruin probability
of the discrete-time process. In order to be able to go further (and to obtain
practical expressions for the ultimate ruin probability and the moments of
the limiting process), we will from now on restrict ourselves to the (H?) case
which we summarize in the following assumption.

Assumption (H’). We assume that & and In(p;) both satisfy (H?). So Y
is given by 1) with Xy = pet +0cW, and R, = p,t +0,W; or, equivalently,
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is given by the solution of 1) with the same X and R, = kpt + 0,W; and
= 2/9
'%P :up + Up/ .

We have seen that, when & and In(p;) both satisfy (H?), we have
lim P(m"(y) <T) = P(r(y) <T),
n—oo

for all T" > 0. We would like to replace the finite-time ruin probability with
the ultimate ruin probability P(7(y) < oo) since for the latter, an explicit
expression exists for the limiting process. However, the following classic
example (see e.g. |Grandell, 1977]) shows that the ultimate ruin probability
may fail to converge even if the finite-time ruin probability does. In fact,
take (Z(™);¢ to be the deterministic process defined by

Zt(n) _ 0 if.t <n,
—1ift>n.

Then, we have Z(" — Z, as n — oo, where Z, = 0, for all t > 0, and we
have also convergence of the finite-time ruin probability, since, as n — o0,
info<i<r Zt(") — 0, for all T > 0. But info<jcoo Zt(") = —1, for all n € N*, and
so the ultimate ruin probability fails to converge.

In general, proving the convergence of the ultimate ruin probability is a
hard problem and depends on the particular model (see |Grandell, 1977] for
another discussion). Still, we now give a sufficient condition for this conver-
gence.

Theorem 2.3.1. Assume that (H') holds. When p, <0, we have
lim P(m"(y) < o0) = 1.
n—oo

When p, > 0, we assume additionally that there exists C' < 1 and ny € N*
such that

sup E <e’27§n))n = sup E ((pgn))’2)n <C. (2.11)

n>ng n>ng

Then,

Jlim P((y) < 00) = P(r(y) < o) =

where, for x <0,

) 2
H(z) = / (052 + 0,2,22)_(1/2””/“5) exp (ﬁ arctan (ﬁz)) dz.

—00 0¢Tp
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Before turning to the proof of the theorem, we give two examples to illustrate
Condition ([2.11)).

Example 2.3.2 (Approximation of the ruin probability with normal log-re-
turns). Take & to be any random wvariable satisfying (H?) and In(py) ~
N (ptp,03), with p, > 0, then

B (e—mi“))” )
for alln € N*, so ng =1 and the condition C < 1 is equivalent to p, > 03.

Example 2.3.3 (Approximation of the ruin probability with NIG log-re-
turns). More generally, take & to be any random variable satisfying (H?)
and In(p;) to be a normal inverse gaussian NIG(a, 3,9, 1) random variable
with 0 < |B] < o, 6 > 0 and p € R (recall Example for the definition).
We remark that when n is large enough, we can use Taylor’s formula, to
obtain

2 \? 28 2 o2
2 (g ) =44 222 9.12
\/O‘ -F) e e
for some z,, € [0,2/y/n]. Since the mean is given by p, = p+ 06/v, we
obtain using ([2.12))

n)\ ™ 240 2
i B (e 07)" = exp (-2, + 25

n—oo
2 ¢ 9

5372 — da
43

Thus, when

W+ > 0,

this limit is strictly smaller than 1 and we can find ng € N* and C' < 1 such
that (2.11)) is satisfied. Taking 8 = 0 and 0% = §/a we retrieve the condition
for normal returns given in Example 2.3.2]

Proof of Theorem |2.3.1. We have, for all n € N* and T" > 0,
P(r"(y) <o0) > P(r"(y) < T)
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and, by Theorem [2.2.3]

liminf P(7"(y) < o0) > P(7(y) < T).

n—00 -

So, letting T" — o0,

liminf P(7"(y) < 00) > P(7(y) < o0).

n—oo

Now if P(7(y) < oco) = 1, which is equivalent to pe < 0 by [Paulsen, 1998],
there is nothing else to prove. So we assume that P(7(y) < o0) < 1, or
e > 0, and we will prove that

limsup P(7"(y) < o0) < P(7(y) < 00),

n—oo

under the additional condition (2.11]).

Fix y > e >0, T > 0 and, when 7"(y) > T, denote by Ke(”T) the event
() N
KE(”T) = { / e*Rg—)dXén) < e} :

{m"(y) < o0} = {r"(y) < TYU{r"(y) € (T, 0), K}
U{r"(y) € (T, 00), (K'P)C}.

We have,

But, on the event {7"(y) € (T, ), Ke(Zz}7
T - " (y) (n)
/ e mdxX (™ + / e mdX (M < —y
0+ T+

which implies

T am
/ e dX™ < —y te
0+
or equivalently that 7"(y —€) < T, by (2.7). Thus,

{r"(y) S TYU{r"(y) € (T.00), K[} € {r"(y — ) < T},
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Then, we have {7"(y) € (T, ), (K ) }C (K €(T) and thus

limsup P(7"(y) < o0) < P(7(y —€) <T) + limsup P ((K(T))E> :

€
n—oo n—o0

So, we need to show that

lim limsup P ((Ke(T)) ) = 0.

T—00 psoo

Using the decomposition (2.9), we obtain

7" () "
/ R dA™ > <
T+ 2

Denote by Ef"T) and Egg the sets on the r.h.s. of the above equation.

™ (y) "
(K € { / e AN

T+

When n > ng, we obtain, recalling the explicit form of the integral and using
Markov’s inequality,

[n7" (y)]+1

n 2|/LE| D ML)
P(E§%) ?E A[XT:]—H e~ 2i=17

IN

IA
N
S E
=
[]¢
|
3
|
N
5
=
)
3
N——

_ 2|M£|E <€_7§n)>[nT} E <e_7§n)>j.
ne :

But, since E(e_%n)) <E(e 21" )1/2 < OVEM < 1, we have

2ue| OV

T
¢ n—cem)

P(E")) <

1- 1/(2")))_1 — —2/In(C) as

Moreover it is easy to see that C'~ 1/ (2”)( (
n — 0o, and so limy_, limsup,,_, . P(F T))
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On the other hand, using the Chebyshev and Burkholder-Davis-Gundy in-
equalities, we obtain

2

() ()
/ e s dN é”)

T+
4 t (n) ?
< 5E| sup / e Tt~ dNS(")
€ T<t<oco |JT+

< gE (/ e—QRﬁn)d[N(n)yN(n)]s) 7
T

2
€ +

where K is a constant. But,

[nt]

NG N0, = Z (AN = Z (&\;ﬁug)z.

0<s<t i=1

Thus, writing the stochastic integral explicitly and using the same computa-
tion as before, we obtain

n 4K > éz — ,u5 2 _oyi (n)
PEY)<—E| Y (_ o250
€ i=[nT)+1 \/ﬁ
4Ko; & w., 4K cln
¢ -2 i T 2
= E(e™ )< —CTg?2——
a2 BT St

Again, using the fact that the expression on the r.h.s. above converges, when
n — oo, we find that

N ) _
711_1)1;() hgl_}S;}pP <E2?T> =0
and

limsup P(7"(y) < o0) < P(7(y — €) < 00).

n—o0

So, letting € — 0 and using the continuity of y — P(7(y) < 00), we obtain

limsup P(7"(y) < 00) < P(7(y) < 00).

n—oo

The explicit expression for the ultimate ruin probability of the limiting pro-
cess is given in [Paulsen and Gjessing, 1997]. O
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2.4 Approximation of the Moments

In this section, we obtain a recursive formula for the moments of the limiting
process Y at a fixed time which, for simplicity, we choose to be T'= 1 and
prove the convergence of the moments of an) to the moments of Y;. This

gives a way to approximate the moments of 95").

Proposition 2.4.1. Assume that the limiting process Y = (Y;);>0 is given
by with Xy = pet + oWy and Ry = pyt +o,Wy, for allt > 0. We have,
forallp € N,
E < sup |Y;|p) < 00. (2.13)
0<t<1

Moreover, letting m,(t) = E[(Y;)?], for each 0 <t <1 and p € N, we have
the following recursive formula: mo(t) = 1,

ekrt 1 B (erot — 1) when Kk, # 0,
ma(t) =47 o ) 07 (2.14)
y + pet when k, = 0,
with k, = p, + 02/2 and, for each p > 2,
t
my(t) = yre'r’ + / e (=) (bymy, 1 (s) + ¢y a(s)) ds, (2.15)
0

with a, = pp, + p*0/2, by = pe and ¢, = p(p — 1)0F /2.

Proof. The existence of the moments (2.13)) follows, for p > 2, from the gen-
eral existence result for the strong solutions of SDEs, see e.g. Corollary 2.2.1
p.119 in [Nualart, 2006] and, for p = 1, from Cauchy-Schwarz’s inequality.

Set my(t) = E[(Y;)?], for all 0 <¢ <1 and p € N*. Suppose that p > 2. For
r € N*, define the stopping times

0, =1inf {t >0:|Y;| > r}
with inf ) = +oco. Then, applying It6’s lemma and using (Y,Y), = o7t +

68



GOU PROCESSES AS WEAK LIMITS

o? [ V2ds, yields
N

tA0r B
(Yine, ) = yP + ppie / (Ys)P~'ds + poe / (Y)P~ W
0 0

tABy A6
+ p/i,,/ (Y;)Pds + po, / (Yy)PdW s
0 0

-1 tAO,
i p(p )02 / (YS)p—QdS
0

_ 1 tAO,
+ P >02/ (Yy)Pds.
0

Thus, using Fubini’s theorem and the fact that the stochastic integrals are
martingales, we obtain

1AL tAD,
E[(Yino ] = 47 + pric / E((Y,)""]ds + pr, / E[(Y,)?)ds

2= Dor [ v

_ tAD,
+wa§ /0 E[(Y,)"]ds.

Now we can take the limit as » — oo, and use (2.13)) to pass it inside the
expectation of the L.h.s. of the above equation. Differentiating w.r.t. t, we
then obtain the following ODE

GBI = (o, + P02 ) B+ By

2= empye,

and E[(Yy)?] = y?. This is an inhomogeneous linear equation of the first
order which can be solved explicitly to obtain ([2.15)).

For p = 1, using the same technique as above, we obtain

t
E(Y;) =y + pet + K,p/ E(Y:)ds.
0
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If K, = 0, there is nothing to prove. If k, # 0, we obtain by differentiating
w.r.t. t,

d
SE() = pie + 1, B(Y),

with E(Y;) = y and this can be solved to obtain ({2.14)). O
We now state the approximation result.

Theorem 2.4.2. Assume that (H') holds. Assume that E(|{1|7) < oo, and
that

sup E <ec”§n)>n =sup E ((pgn))q>n < 00, (2.16)

neN* neN*
for some integer ¢ > 2. Then, for each p € N* such that 1 < p < q, we have
lim E[(6]")) = E[(¥1)"] = m,(1).

n—oo

for the function my, defined in Proposition [2.4.1]

Before turning to the proof of the theorem, we give an example to illustrate
Condition ([2.16)).

Example 2.4.3 (Approximation of the moments with NIG log-returns).
Take In(p1) to be a normal inverse gaussian NIG(«, 5, 0, ) random variable
with 0 < |8 < a, § > 0 and p € R (recall Example for the definition).
Fix ¢ > 2. When n is large enough, we can use Taylor’s formula, to obtain

2
q\ q B ¢ o
R
for some z,, € [0,¢/+/n| and thus

M\ " da
i B (e7)" = exp (an, + 55 ).
n—00 2y

Since this limit exists and is finite for each ¢ > 2, the sequence is bounded
and the convergence of the moments depends only on the highest moment
of &. Note that the NIG distribution contains the standard Gaussian as a
particular case.
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Proof of Theorem[2.4.7 Since by Corollary [2.2.5, we know that 9@ 4w,
we have also (ng))p KN (Y1)P, as n — oo, for 1 < p < ¢. It is thus enough to

show that the sequence ((95"))”)%1\;* is uniformly integrable, which by de la
Vallée-Poussin’s criterion is implied by the condition sup,,cy- E(]an) |7) < oo.

Define 2 = R —R™, and X™ = X — X" the time-reversed processes
of R™ and X™ which are defined for ¢ € [0,1]. It is possible to check that
(Rgn))0<t<1 i (Rgn))0<t<1 and (th))o<t<1 : (Xt(n))0<t<1 by checking that the
characteristics of these processes are equal (since [n]—[n(1—t)]—1 = ceil(nt)—
1 = [nt], where ceil is the ceiling function), and by applying Theorem 11.4.25
p.110 in [Jacod and Shiryaev, 2003]. (See also the example on p.97 in [Jacod
and Shiryaev, 2003 for the computation of the characteristics.) Thus, we
can imitate the proof of Theorem 3.1. in [Carmona et al., 2001] to obtain

1
n ) W _pm) 5(n) (n)
95) Ry / R{™ —R{ dX (n) 4 Ry y / R dX
0+ 0+

II&

R(") /1 R(”) (n)
Ly + etu-d X"
0+

Then, using the fact that |a + b7 < 277 !(]a|? + |b]?), we obtain

1 q
E (Jo")7) < 20! [y"E (eqRﬁ"’)+E< / e g x )}
0+

Denote by Il(”) and Ién) the expectation appearing on the r.h.s. of the above
inequality. We will treat each expectation separately.

For I 1(n) we simply have

n

sup I\ = sup HE(@‘”Z( )) =sup E <eq7§ )) < 0. (2.17)
neN* neN* =1 neN*
For I{", we start by defining M Z[m] In( p:)f Ee for 0 <t < 1. It is

possible to check that (Mt( ))ogtgl is a martingale, for each n € N* (for the
filtration defined above Theorem M) In fact, the martingale property is
checked in the same manner as for X in the proof of Theorem and
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the integrability is clear. Thus, (eMt(n))ogtgl is a submartingale, and using

Doob’s inequality we obtain
)

4 t
E( )z(sup eq“f’[n])E<
0<t<1

q \* A
< max(1, e/9) — E(e™™1 )
q_

g \? (n)
= max(1, e #?) (—) E(e?h).
q—1
And so the assumption (2.16)) together with (2.17) imply that

q
sup E ( R ) < 00. (2.18)
neN*

sup e''t
0<t<1

Writing X ) = AE") + Nt(n), with the processes defined in the proof of The-

orem [2.2.1] and using the fact that |A§")] < |pelt, for all ¢ > 0, we have

LI q Lo q
LY < 207! [E( / eF” gAM )+E( / R AN )}
0+ 0+
) 1 qg—1 ! R(”) (n) 1
+ 277K e’ dN, .
0+

But, from the Burkholder-Davis-Gundy inequality applied twice and the in-
dependence of the sequences, we obtain
a/ 2)

1 q
E(/"J@m&>)gD@
0+

< D,E ( sup eqRYO) E([N™]1?)

0<t<1

(n)
sup eM
0<t<1

(n)
sup e’
0<t<1

(n
sup €R1
0<t<1

< 20 e

L am
/ 21 N0,
0+

(n)
sup e
0<t<1

)
R™ ! (n))q
sup e sup E (|N;7|7),

0<t<1 neN*

< d,D,E (

q
) BN
for some positive constants D, and d,. Thus,

(n)
sup el

0<t<1

sup IS < 2971 jie| sup E (
neN* neN*

+297'4,D, sup E <

neN*
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and so 1’ implies that it is enough to check that sup,,cy- E(|N1(n)|q) is
finite. (Note that a similar argument to the one used to prove the finiteness

of 12(n) is used in a different context in the proof of Lemma 5.1 in [Bankovsky
et al., 2011].)

Using the multinomial theorem, we obtain

5 ()
l kl‘*";fn—q ki,...,k, E \/ﬁ

where the sum is taken over all non-negative integer solutions of k1 +- - -+k, =
q. Since E((& — pe)*) = 0, when k; = 1, we can sum over the partitions
with k; # 1 for all i = 1,...,n. Now, since k;/q < 1, we have by Jensen’s

inequality
- & —pe\" - & — el ¢
E <||E
=n"PE(|& — el
Thus,

§ ) B q
LY < 27'B(G - pel Y (lﬁ k )

k14 +kn=q,k;#1

and since we need to take the supremum over n € N*, we need to check that
the r.h.s. of the above inequality is bounded in n. For this, note that the
sum of multinomial coefficients is equal to

la/2] (n> ( ‘ )
? It L= —2i lh+2,...,0;+2

=1

where, for each i = 1,...,[q/2], the second sum is taken over all non-negative
integer solutions of I; + --- 4+ 1; = ¢ — 2¢. This follows from the fact that if
(k1,...,k,) are non-negative integer solutions of k; + --- + k,, = ¢, we have,
since k; # 1, that the number of non-zero terms in (ky,...,k,) is at most
[q/2]. Thus, letting i be the number of non-zero terms and (ji, ..., ;) their
indices, we find that (kj;, —2) +--- + (kj;, —2) = ¢ — 2i, which yields the
claimed equality. Then, we have

q q— 21
< .
<l1+2,...,li+2) —C’(ll,...,li)’
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with C; = 27%¢!/(q — 2i)! and
Z q—2 a2
A\,
Li++l=q—2i

Let C; = max;_1__ 42 C; and K, = 277 'C E(|& — pe|?), remark that the

-----

binomial coefficient in (2.19)) is bounded by n%/? and that

[q/2] [9/2]
[?En) < an—q/2 Z (n) 492 < an—q/2+[q/2] Ziq_%’

=1 =1

which is bounded in n. Thus, sup,cy. IS < 00, sup, oy IS < 0o and

sup E <]9§n)]‘1> < 291yt gup 1™ 4 2971 gup Iz(") < 0.
neN* neN* neN*

So, the sequence ((QYL))I’)”GN* is uniformly integrable and we have lim,,
E[(6;")7] = E[(1)"] a
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Chapter 3

On the Ruin Problem for GOU
Processes

In this chapterl] we study the ruin problem for the GOU process in a gen-
eral framework where the investment process R is a semimartingale. After
introducing our assumptions, we recall some related results in Section [3.1]
In Section [3.2] we obtain upper bounds on the finite and infinite time ruin
probabilities and, in Section [3.3] lower bounds for these quantities as well
as the logarithmic asymptotic for them. The results of these sections de-
pends on the computation of some quantity for which we give an explicit
method when R is a Lévy process, in Section [3.4] Finally, in Section [3.5]
we give sufficient conditions on R for ruin with probability one and, in the
Lévy case, show that they correspond to the known condition based on the
characteristic triplet of R.

Classically, the value of an insurance company with initial capital y > 0
and investing in a financial market, denoted by Y = (Y3):>0, is given as the
solution of the following linear stochastic differential equation

t

Yt=y+Xt+/ Yi_dR,, >0, (3.1)
0+

where X = (X;)i>0 and R = (Ry):>0 are two independent stochastic processes

1This chapter is based on the joint work done with Lioudmila Vostrikova for the paper
[Spielmann and Vostrikova, 2019] which is accepted for publication in Theory of Probability
and its Applications.
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ON THE RUIN PROBLEM FOR GOU PROCESSES

defined on some probability space (€2, F,P) and chosen so that makes
sense. The process X then represents the profit and loss of the business
activity and R represents the return of the investment. The ruin problem in
this general setting was first studied in [Paulsen, 1993].

In this chapter, we assume again that the processes X = (X;)i>0 and R =
(Rt)e>0 are independent and such that X is a Lévy process and R is a semi-
martingale. We suppose also that the jumps of R denoted AR, = Ry — Ry
are strictly bigger than —1, for all ¢ > 0. In this case, from Proposition
1.3.3, we have [X, R]; = 0, for all ¢ > 0, and that the equation admits
a unique strong solution given by

Ry S R

where £(R) is Doléans-Dade’s exponential. Moreover, since AR, > —1, for
all £ > 0 implies that £(R); > 0, for all ¢ > 0, we obtain

(e, (- [ amic) >0) P =

<P(su (—/t dX, >>)
= \ozesr 0w R ) =Y)

Thus, the ruin problem for the GOU is strongly related to the first passage
: - _dX,
time of — f0+ FR)

(3.3)

In fact, we will show in this chapter that the behaviour of the first passage
time of this stochastic integral depends strongly on the behaviour of the
exponential functional of R at T, i.e. on the behaviour of

T . T .
Ir :/ e feds and Jp(a) :/ e e ds
0 0

where o > 0 and R, = InE(R),, for all ¢ > 0, is the exponential transform of
R or on the exponential functional of R,

I :/ e fds and Joo(@) :/ eFs (s,
0 0

For convenience, we let Jr = Jp(2) and Jo = J(2).
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ON THE RUIN PROBLEM FOR GOU PROCESSES

In the following, we denote the generating triplet of the Lévy process X by
(ax,0%, Kx) where ay € R, ox > 0 and K is a Lévy measure. We recall
that, using the Lévy-It6 decomposition, the process X can then be written
in the form

t
Xt :(ZXt—i‘O'th—i—/ / $(Mx(d8,dl’) —KX(dLL’)dS)
0+ J{|z[<1}

t
[ ot
0+ J{Jz|>1}

where px is the jump measure of X, W is standard Brownian Motion and
the processes appearing in this decomposition are independent. We recall
also that R = (R;):>o can similarly be defined by its semimartingale decom-
position

(3.4)

t
R, = B, + R} +/ / z(pr(ds,dr) — vg(ds, dx))
0+ J{|z[<1}

t
o[ unls.dn),
0+ J{|z|>1}

where B = (By)s>0 is a drift part, R = (RY);>0 is the continuous martingale
part of R, ug is the jump measure of R and vg is its compensator.

(3.5)

3.1 Related Results

The ruin problem for the GOU process is well studied, since, as we men-
tioned in the introduction, these processes are used to model the surplus
process of an insurance company facing both insurance and market risks.
Thus, before describing our our results, we give a brief review of the related
literature.

The special case when R, = rt, with r > 0, for all ¢ > 0 (non-risky invest-
ment) is well known and we refer to |[Paulsen, 2008] and references therein
for the main results. In brief, in that case and under some additional con-
ditions, the ruin probability decreases even faster than an exponential since
the capital of the insurance company is constantly increasing.
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The case of risky investment is also well-studied. In that case, it is assumed
in general that X and R are independent Lévy processes. The first results in
this setting appear in [Kalashnikov and Norberg, 2002] (and later in [Yuen
et al., 2004]) where it was shown that under some conditions there exists
C > 0 and yo > 0 such that for all y > y, and for some b > 0

P(r(y) < 00) > Cy™".

Qualitatively, this means that the ruin probability cannot decrease faster as a
power function, i.e. the de-growth is much slower than in the no-investment
case. Later, under some conditions on the Lévy triplets of X and R, it was
shown in [Paulsen, 2002] that for some 5 > 0 and € > 0, there exists C' > 0
such that, as y — oo,

Y’ P(1(y) < o0) = C +o(y™).

In [Kabanov and Pergamentshchikov, 2016], it was proven, under different
assumptions on the Lévy triplets and when X has no negative jumps, that
there exists C' > 0 such that for the above g > 0

lim 3’ P(7(y) < o0) = C.

y—>00
Results concerning bounds on P(7(y) < +00) are given in |[Kalashnikov and
Norberg, 2002 where it is shown that, for all € > 0, there exists C' > 0 such
that for all y > 0 and the same 5 > 0

P(7(y) < o0) < Cy Fte.

In less general settings similar results are available. The case when X is
a compound Poisson process with drift and exponential jumps and R is a
Brownian motion with drift is studied in [Frolova et al., 2002] (negative
jumps only) and in [Kabanov and Pergamentshchikov, 2018| (positive jumps
only). In [Pergamentshchikov and Zeitouny, 2006] the model with negative
jumps is generalized to the case where the drift of X is a bounded stochastic
process.

Some exact results for the ultimate ruin probability are available in specific
models (see e.g. [Paulsen, 2008] and [Yuen et al., 2004]) and conditions
for ruin with probability one are given, for different levels of generality, in
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[Frolova et al., 2002, [Kabanov and Pergamentshchikov, 2016|, [Kabanov
and Pergamentshchikov, 201§|, [Kalashnikov and Norberg, 2002|, [Paulsen,
1998] and |[Pergamentshchikov and Zeitouny, 2000].

We see also that in the mentioned reference the focus was on the case when
R is a Lévy process. We believe that, even if the results of the last chapter
suggest a model where R is a Lévy process, the return on investment cannot
be modelled in general by a homogeneous process. Indeed, the market con-
ditions can change over time or switch between different states. Up to our
knowledge, the only paper that focuses also on a semimartingale market is
[Hult and Lindskog, 2011] where the asymptotic as y — oo of the finite time
ruin probability are studied when X has regularly varying tails and R is a
semimartingale satisfying some conditions.

We see that these results are concerned mainly with the ultimate ruin proba-
bility or its asymptotic when y — co. We believe that both these restrictions
invite criticism. The first one by noting that, from a practical point of view,
one is interested in the possibility of ruin before a certain time, e.g. before
reaching retirement, and not in the possibility of ultimate ruin. The focus
on the asymptotic when y — oo means that it is assumed that the insur-
ance company has a very large capital, which is not the usual situation when
focusing on the possibility of ruin. That is why in addition to letting R be
a semimartingale we focus, in this chapter, on inequalities for P(7(y) < T')
which hold for every y > 0 and we will see that this allows us to recover some
known results on the ultimate probability of ruin and on its asymptotic.

3.2 Upper Bound for the Ruin Probabilities

Define
Br = sup {6 >0: E(Jﬁ/Q) < oo, E(Jr(B)) < oo} :

The main result of this section is the following.

Theorem 3.2.1. Let T" > 0. Assume that By > 0 and that, for some
0 < a < Br, we have

/ |z|*Kx(dzx) < oo (or equivalently E(|X1|%) < c0). (3.6)
{Ja[>1}
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Then, for all y > 0,

_ CiEf) + CLE(J5") + C3E(Jr(a))

P(r(y) <T) o

LB

where the expectations on the right hand side are finite and Cy > 0, Cy > 0,
and C3 > 0 are constants that depend only on o in an explicit way. Moreover,

if (3.6]) holds for all 0 < « < Br, then

. In (P(r(y) <T))
=)

< —Br. (3.8)

This theorem is, up to our knowledge, the first result establishing an upper
bound, when R is not deterministic, for the ruin probability before a finite
time even in the case when R is a Lévy process. The theorem indicates
that, when Br = oo, under the mentioned conditions, the ruin probability
decreases faster than any power function and that, when g7y < oo, the ruin
probability decreases at least as a power function as y — oo.

As a corollary, we can obtain a similar result for the ultimate ruin probability.
Let

Boo =sup {8 >0:E(I}) < 00, B(J%/?) < 00, BE(J(B)) < 0o} .
Since (It)t>0, (Ji)i>0 and (Ji(«))¢>0 are increasing we obtain the following by

letting T" — oo and using the monotone convergence theorem with the upper
bound of Theorem [3.2.1]

Corollary 3.2.2. Assume that B, > 0 and that the condition (@) holds
for some 0 < a < By, then

P(r(y) < o0) < CEUL) + CE(E) + CoB(Jx(@))
< -

I

where Cy > 0, Cy > 0, and C3 > 0 are constants that depend only on o in
an explicit way. Moreover, if (3.6) holds for all 0 < a < B, then
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Before giving the proof of Theorem [3.2.1, we now state some preliminary
results. The following lemma proves that the expectation on the r.h.s. of

(3.7) are indeed finite.

Lemma 3.2.3. For all T > 0, we have the following.
(a) If 0 < o < 2, B(J2'?) < o0 implies B(I3) < 0o and E(Jr(a)) < oc.
(b) If a« > 2, E(Jr(a)) < oo implies E(I$) < oo and E(J;/Q) < 00.

Proof. First note that by the Cauchy-Schwarz inequality we obtain, for all
T >0,

Ir = /OTE(R);lds <\T (/OTé’(R)S‘st) v = VT Jr.

So, E(I%) < T*/2E(J3"%), for all o > 0.
Now, if 0 < a < 2, we have % > 1 and by Holder’s inequality
T T a/2
Jr(a) = / E(R);%ds < T(~)/2 ( / 5(R);2ds) — T2 g0l
0 0
These inequalities yield (a).

Now, if @ > 2, we have either a = 2 which yields the desired result or o > 2.
In that case, we have § > 1 and, by Holder’s inequality, we obtain

T T 2/a
Jr = / E(R);%ds < T2/ < / S(R)So‘ds>
0 0

_ T(a—Q)/aJT(O[)Q/a.
So, E(J2/%) < T@=2/2E(Jp()), which yields (b). 0

The main ingredient for the proof of Theorem will the following de-
composition of the stochastic integral process into different parts using the
Lévy-Ito decomposition. Denote by M4 = (M), the local martingale de-
fined as:

d — t a: s.dx) — Kx(dx)ds
M —/M/M} S lds.da) = Ky (do)as)
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and by U = (Uy;)>0 the process given by

t
X
U, =/ / o Hx(ds, dx).
" Jor Sy E(R)- .

If f{\x\>1} |z|Kx(dr) < oo, we can also define the local martingale N¢ =
(Nf)izo as

vi- | + | S s o) = Ko o)),

Proposition 3.2.4. We have the following identity in law:

([ 5) st
0+ 8<R)S* t>0 -

Moreover, if f{la:|>1} |z| Kx(dx) < oo (or equivalently E(|X1|) < 00), then,

(/t W ) . (5XIt +oxWy, + Ntd)po’
0+ €(R>57 t>0 )

where §xy = E(X7) = ax + f{|z|>1} rKx(dz).

Proof. We show first that

(L), emmmeze) ([ 52).)

To prove this equality in law we consider the representation of the stochas-
tic integrals by Riemann sums (see |[Jacod and Shiryaev, 2003|, Proposition
[.4.44, p. 51). We recall that for any increasing sequence of stopping times
7 = (T})nen with Ty = 0 such that sup,, T,, = oo and T, < T}, 41 on the set
{T,, < oo}, the Riemann approximation of the stochastic integral fot dXs

E(R)s—
will be t
dX e 1
_ads ) _ Ly .
' (/0+ E(R)s—) nz:; E(R)r, (Xg1ne Tunt)

The sequence 7,, = (T'(n, m))men of adapted subdivisions is called Riemann
sequence if sup,,en(T'(n,m + 1) At —T(n,m) At) — 0 as n — oo for all
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t > 0. For our purposes we will take a deterministic Riemann sequence.
Then, Proposition 1.4.44, p.51 of [Jacod and Shiryaev, 2003| says that for all

=0 tdx tdx
([Lsm) = e (39)

X, X,
Ta ( / ) RN / (3.10)
04+ ds— 0+ 9s—

where — denotes the convergence in probability. According to the Kol-
mogorov theorem, the law of the process is entirely defined by its finite-
dimensional distributions. Let us take for k > 0 a subdivision to = 0 < t; <
ty--- < t, and a continuous bounded function F : R¥ — R, to prove by
standard arguments that

e (v (i) (L i) =02
(L) (L)

Taking into account (3.9)) and (3.10]), we pass to the limit as n — oo and we

obtain
b gx b dx
E|F SR ® E(R)s =¢qs,8>0
{ </0+ E(R). /0+ 5<R>s_>' (B)s =, ]
t1 tr
:E[F(/ dXS,.../ dXs)]
0+ 4s— 0+ Y9s—

Using the decomposition (3.4)) we get that

/t dX, tds /t dW,
=ax — +o0x
0+ Is— 0 9s o+ ds—

t
T / / T (i (ds, de) — K (de)ds)
0+ J{Ja|<1} 95—

t T
+ / / Hx (d87 dl’)
0+ J{|z|>1} Is—

and

and this proves the claim.
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We denote the last two terms in the r.h.s. of the equality above by M¢(q)
and Uy (q) respectively. Recall that since X is Lévy process the four processes
appearing in the right-hand side of the above equality are independent. We
use the well-known identity in law

t d -
(2, o)
0+ 95— />0 0 aF />0

tds b AW,
(aX — 0Xx / ) Mtd(Q)7 Ut(Q))
0 9s 0+ ds— >0

to write

4o [ 5 oW M), U
= X yOX fot %7 t (Q)7 t<Q)
0 qs

s >0

Then, we take the sum of these processes and we integrate w.r.t. the law of
E(R). This yields the first result.

The proof of the second part is the same except we take the following de-
composition of X:

t
théxt—i‘gxwt—i‘/ /l’(,ux(ds,dl’)—Kx(dI)dS)
0+ JR
[

Thus, the study of the stochastic integral can be reduced to the study of the
elements in the decomposition given in Proposition [3.2.4] To treat the com-
pensated integral term in this decomposition, we will use Novikov-Bichteler-
Jacod maximal inequalities (see [Novikov, 1975, [Bichteler and Jacod, 1983]
and also [Marinelli and Rockner, 2014]) which we will state below after in-
troducing some notations.

Let f : (w,t,z) — f(w,t,x) be a left-continuous and measurable random
function on 2 x Ry x R. Specializing the notations of [Novikov, 1975| to our
case, we say that f € F; if, for almost all w € (2,

/t / A (w, s, 2)Kx(dr)ds < oc.
o Jr
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ON THE RUIN PROBLEM FOR GOU PROCESSES

If f € F5, we can define the compensated integral by

Cy(t) = /OJF/Rf(w, s,x) (px(ds,dx) — Kx(dx)ds)

for all ¢ > 0, as an usual stochastic integral and it is possible to show that the
definition coincides with the one given in Section [1.2.3| when f € F, satisfies
additionally the conditions in that section.

Proposition 3.2.5 (Novikov-Bichteler-Jacod inequalities, c.f. Theorem 1
in [Novikov, 1975]). Let f be a left-continuous measurable random function
with f € Fy. Let Cyp = (Cy(t))i>0 be the compensated integral of f as defined
above.

(a) For all0 < o < 2,

E < sup \Cf(t)\“) < K:E

0<t<T

( /0 ' /R f2KX(d:c)ds) W] |

(b) For all « > 2,

E ( sup \Cf(t)\o‘) < KGE

0<t<T

( / ) / rf|2Kx<dx>ds)a/2]
+KE </OT/R|f|aKX(dx)ds)

where K1 >0, Ky >0, and K3 > 0 are constants depending only on o in an
explicit way.

We are now ready for the proof of Theorem [3.2.1
Proof of Theorem |3.2.1. Note that

sup —(axIl; +oxWy, + Mtd +U,)

0<t<T

<lax|Ir + sup ox|Wy|+ sup [M]+ sup |Uj,
0<t<T 0<t<T 0<t<T
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and that for positive random variables Z;, Zs, Z3, Z, we have

{Zl+Zg+Z3+Z4Zy}

y Yy y Y
C > 2 > 2 > 2 > 2L
—{Zl—4}U{ZQ—4}U{Z3—4}U{Z4—4}

Therefore, using Equation (3.3) and Proposition [3.2.4] we obtain

P(r(y) <T) <P ( sup —(axl; +oxWy, + M? +U,) > y)

0<t<T

<P (]aX|IT > %) +P ( sup ox|Wy,| > %)

0<t<T

+P(sup ]Mtd\zg) —i—P(sup \Ut]2g>.

0<t<T 4 0<t<T 4
For the first term, using Markov’s inequality, we obtain

4a|aX|a

yOé

P (laX’IT > %) <

E(12).

For the second term, since (J;)o<i<r is increasing we can change the time in
the supremum and condition on (£(R);)o<i<r to obtain

p ( sup ox|W,| = %) =P ( sup ox|Wi| > Q)

0<t<T 0<t<Jp 4

=E {P ( sup ox|W| > y' (g(R)t)OStST>}

0<t<Jp 4

Since W and R are independent, we obtain, using the reflection principle,

1/2
the fact that WfT J2dt 2 < fOT qr 2dt> Wi and Markov’s inequality, that
0 t

P ( sup ox|Wy > Q‘E(R)t =q¢,0<t< T)

0<t<.Jp 4

T 1/2
=2P <(/ Q;th) ox|Wi| > g)
0 4

a/2

4952 T
<2—= (/ q;2dt> E(|[Wy]%).
0

Y
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Then, since E(|W;]*) = 2\(7;F (¢H), we obtain

2(5&+2)/2F atl) _«
)S 5 >UXE(J;‘/2).
Vy©

Note that the inequalities for the first two terms work for all o > 0.

P ( sup O-X‘WJt| >

0<t<T

NS

Suppose now that 0 < o < 1. We see that E(R)[_lml{|x|§1} € Fy. Therefore,
using Markov’s inequality and part (a) of Proposition [3.2.5, we obtain

40é
P ( sup | M| > ) <—E < sup IMtd!“)
ya

0<t<T 0<t<T

(/ / 1{\x|<1}Kx(de)d )m]

a/2
4 a
= Kly_a (/ZE 1{x|<1}KX(dl')) E(JT/Q).
R

<K1—

6%
For the last term, note that since 0 < o < 1, we have (le\il x,) < Zfil zg,
for x; > 0 and N € N* and, for each t > 0,

U™ < (Z E(R)ZIAX, ll{AXs|>1}>

0<s<t

IN

Z E(R)AX " Lyax,>1

0<s<t

t
= [ ol s o),
0+ JR

Therefore, using Markov’s inequality and the compensation formula, we ob-
tain

4a
P ( sup |Uy] > Q) < y_"‘E ( sup |Ut’a)

0<t<T 4 0<t<T

(SUP/ /5 |I|a1{|x>1}ux(d8,d$)>
0<t<T
—E (/ /E(R)s__a|[)3|a1{I|>1}Kx(dl‘)d8>

0 R

- ( / |x|a1{|x>l}z<x<dx>) B(Jr()).

| /\
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This finishes the proof when 0 < o < 1.

Suppose now that 1 < o < 2. The bound for P (supyc,<p [Mf| > %) can
be obtained in the same way as in the previous case. Applying Holder’s
inequality we obtain

t o
U < (/O /RS(R)SE/O‘E(R)i@llxll{x|>1}ﬂx(dsvdx))
+

t
<([ [ et tpnnxtisan)
0+ JR
t a—1
([ [ ewttpammnxisan)
0+ JR
t @
s( | 5(R)s_—1|$|a1{x|>1}MX(dS7d$)) |
0+ JR

Then, using Markov’s inequality and the compensation formula, we obtain

40&
P ( sup ’Ut‘ > %) < y_aE ( sup |Ut|a>

0<t<T 0<t<T

= (/R |37!a1{|m>1}Kx(dx)) E(I7).
This finishes the proof in the case 1 < a < 2.

Finally, suppose that v > 2. The estimation for P (supy<,<p |U| > %) still
works in this case. Moreover, since E(R),x1,<1} € Fa, we obtain, applying

part (b) of Proposition that
T a/2
(/ /5<R)s2$21{$|§1}Kx<dl’)d8> ]
o Jr
T
+ IGE (/ /5(R);_‘“!$|°“1{x|<1}Kx(dx)d8)
o Jr
a/2
=K, (/ :I)21{|w§1}KX(d1‘)) E(J;ﬂ)
R

# 8 ([ JalLen Kx (@) ) BIr(a))

3 ( sup |M¢) > Q) <F.E

0<t<T 4

Note that the right-hand side is finite since |z|*1{z<1y < |2][*1{s <13 when
« > 2. This finishes the proof of (3.7). Then we take In from both sides
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of (3.7), we divide the inequality by In(y) and we take lim,_, ., and, then
lim,— s, to get (3.8). O

3.3 Lower Bound and Logarithmic Asymp-
totic

The natural question is then whether the bound stated in Theorem is
optimal. In this section, we partially answer this question by giving, under
some simple additional conditions on the Lévy triplet of X, a lower bound
for the ruin probability and, from this, deducing that the bound is at least
optimal for a large class of processes X when considering the logarithmic
asymptotic. The main result of this section is the following.

Theorem 3.3.1. Let T > 0. Assume that for yr > 1 we have E(I[") = oo.
Additionally, assume that

/ |z| Kx (dz) < oo (or equivalently that E(]X;]) < oo) (3.11)
{le|>1}

and that

E(X;) =ax +/ rKx(dx) <0 orox > 0. (3.12)
{l=[>1}

Then, for all § > 0, there exists a positive numerical sequence (Yp)nen in-

creasing to oo such that, for all C > 0, there exists ng € N such that for all

n = No,

C
P(r(yn) <T) 2> m~
Moreover,
<
limsup “ECW <T) o
y—oo In(y)

Thus, under the conditions of Theorems [3.2.1] and [3.3.1] with v = B, we
obtain immediately the logarithmic asymptotic for the ruin probability

s 12 P(() < T)

y—00 In(y) =
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Concerning the lower bound for the ultimate ruin probability, we will prove
the following.

Corollary 3.3.2. Assume that E(I) < 0o and E(J) < oo and that there

exists Yoo > 1 such that B(I2*) = oo and E(JL?) = co. Assume that X
verifies (3.11)) and (3.12). Then,

. In (P(7(y) < o0))
T

Again, under the assumptions of the Corollaries|3.2.2land [3.3.2] with v, = [
we can obtain the logarithmic asymptotic for the ultimate ruin probabil-

ity

 (P(r(y) < %))
T sup =)

We introduce the notation z* = (max(z,0))?, for all z € R and p > 0, and
give three simple preliminary results which will allow to reduce the problem
of finding a lower bound for the ruin probability to the problem of proving
that a certain expectation is infinite.

Lemma 3.3.3. Suppose that a random variable Z > 0 (P — a.s.) satisfies
E(ZP) = oo, for some p > 0. Then, for all 6 > 0, there exists a positive
numerical sequence (Yn)nen increasing to oo such that, for all C > 0, there
exists ng € N such that for all n > ny,

C

P(Z>y)> —"
(2> ) 2 yn In(yn )1+

Proof. 1f Z > 0 (P—a.s.) is arandom variable and ¢ : R, — R, is a function
of class C! with positive derivative, then, using Fubini’s theorem, we obtain

%) Z
o0+ [ f P > 0= g0) + B ( [ 0)in) = Blo(2))
0 0
Applying this to the function g(z) = 2P with p > 0 we obtain, for all y > 1,

/ W’ 'P(Z > u)du = oo.
v
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Moreover, for all § > 0,
1+46 —1
sup[uf In(u) T°P(Z > u)]/y Wi ()i > /y u”"P(Z > u)du.

u>y

So, since fyoo ulnéﬁ < 00, we obtain, for all y > 1,

sup[u® In(u) PP (Z > u)] = oco.
uzy

Therefore, there exists a numerical sequence (y,)nen increasing to oo such
that,

lim g2 In(y,)"*°P(Z > y,) = oc.

n—oo

]

Lemma 3.3.4. Assume that X and Y are independent random wvariables
with BE(Y) = 0. Assume that p > 1. Then, E[XT?] < E[(X +Y)™?].

Proof. For each z € R, we define the function h, : y — (z+y)™* on R. Since
p > 1, h, is a convex function and we obtain, using Jensen’s inequality, that
for each = € R,

E[(z +Y)™"] = E[h(Y)] 2 ho(E(Y)) = hy(0) = 27"
We obtain the desired result by integrating w.r.t. the law of X. O]

Lemma 3.3.5. LetT > 0. Assume that a < 0 or o > 0 and that there exists
v > 0 such that E(I}) = co. Then, E[(—alp — oWy, )™ = oc.

Proof. Suppose first that a < 0 and ¢ = 0. Then,
El(—alr — oW;,)™] = |a|"E(I7) = cc.

Next, suppose that a < 0 and ¢ > 0. In that case, using the identities in

law W £ —W and Wy, 2 vV JrWi, the Cauchy-Schwarz inequality and the
independence between W; and Jr, we obtain

E[(—alr — oW;,)*) > E[(0/JrWh) "] = e "E(W,7)E(J7/?)
> OVE(W,"T2E(I})) = co.
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Finally, ifa > 0 and o > 0, using the fact that W 4 —W, that W, < VWi
and choosing C' > 1, we obtain that

E[(—alr — oW;,) "] = E[(—|a|Ir + o/ Jr W) ™)
> E[(—|alIr + O-\/’]—TW1>+7’Y]‘{O'\/WW120|G‘IT}]
> E[((C = Dlallr) Ly gmwi>clajin} -
Since \/I—f—T < /T, by Cauchy-Schwarz’s inequality, we obtain using the inde-
pendence between W and Ir

E((—alr —oW;,)""] > E [((O - 1>Ia|fT>”1{wlzcaﬁ}]

Cla|VT

o

—P (Wl > > (C = 1)|a|"E(I}) = .
U]

We can now give the proof of Theorem [3.3.1

Proof of Theorem[3.3.1. The assumptions imply flr\>1 |z| Kx(dz) < oo and
so, using Equation (3.3) and Proposition [3.2.4] we obtain

P <) 2P (o (- [ o) =)
> P((:(S;JT —oxWy, — N{)T > ),

where §x and N¢ = (N{),cj0.7] are defined as in Proposition m

Then, by independence, we get
E[( = 0xIr — oxWy, — N&)TT]

_ / E[(—0x Ir(q) — oxWpg — N2(a)) 7 [Peay(dg),

where Dr is the Skorokhod space of cadlag functions on [0, 7], the measure

Pg¢(r) is the law of (£(R):)wcjo.1), I7(q) = OT fa Jr(q) = foT Z_g and

Ng = ' v x(ds,dr) — Kx(dx)ds
W= [ [ o tnsls )~ K (i)

T
+/ / ‘ (ux(ds,dx) — Kx(dz)ds).
0+ J{|z[>1} s—
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Denote by Nj(¢q) and NJ(q) the two terms on the r.h.s. of the equation
above. Fixing ¢ € Dy, we now prove that E(N/}.(¢)) = 0 and E(Nf(q)) = 0.
First, note that by Theorem 1 p.176 in |Liptser and Shiryayev, 1989] and the
compensation formula, we find that

E([N'(q), N ( / /M s d@)
—E(/ /M@KX )i )
= ([ #) ([, i)

Then, since ¢q a strictly positive cadlag function on a compact interval, the
integral fo qf < oo and since [,y #?Kx(dr) < oo by definition of the
Lévy measure, we have E([N'(¢), N'(q)]r) < oo. This shows that N'(q) is a
(locally square-integrable) martingale and so E(N}.(q)) = 0. For the second
term, similarly we have

/ /{x|>1} |;s| Kiclda)ds = </0T %) (/{|x|>1} |x|KX(dx)) = oo

Therefore, by Proposition 11.1.28 p.72 in |[Jacod and Shiryaev, 2003| and the
compensation formula, we have

E(N(q </ /xm px(ds d:c))
B </0 /|z|>1 = KX(dx)ds) ~0.

Now, since the random variables —0xIr(q) — oxW,,(g and —Ng(g) are in-
dependent and E(N4(q)) = 0, for all ¢ € Dy, we can apply Lemma to
obtain

E[(—5xlT — UXWJT — deﬂ)—i_”w] > E[(—éxIT — O'XwJT)—i_”YT].

Then, using Lemma |3.3.3|and Lemma(3.3.5|with a = dx, 0 = ox, the variable
7Z = (=6xIr —oxW;,)" and p = 7, we can conclude that for all § > 0,
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there exists a strictly positive sequence (y,)nen increasing to oo such that,
for all C' > 0, there exists ng € N such that, for all n > ny,

C

P(r(y,) <T)> —————.
(T(y ) > ) =y ln(yn)ur&

The above implies that

In(P(7(y) < T)) In(C) — In(In(y.)"**)

lim su > —vr + lim = —
P N n(y,) o
and this finishes the proof. ]

We can use a similar method to prove Corollary (3.3.2]

Proof of Corollary[3.5.3 First of all we show that the process N appearing
in the proof of Theorem is uniformly integrable. We take first

N/:/O+ /{|x<1} i (ux(ds, dz) — Kx(dz)ds)

From the proof of Theorem [3.3.1] we see that

sup E[(N))?] = supE </ / Kx(dz)ds )
t>0 t>0 {|z|<1} 5 S_

= E(JOO) /:U 1{‘$|<1}Kx(d£€) < 00
R

the process N’ is uniformly integrable, by de la Vallée-Poussin’s criterion.

MX (ds,dx) / / Kx(dx)ds
/ /|m|>1} 5 {|z|>1} 5

By the compensation formula

Now, let

B(NL) < 2B(L) [ ol Kx(ds) < o0

{lz|>1}
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and this shows that N” has a finite (P — a.s.) limit as ¢t — oo. Hence, N is
uniformly integrable and E(NZ) = 0. From Proposition we get that

® dX, 4
2 Z5xl+oxWy + N2
or E(R)e o

And thus, imitating the proof of Lemma [3.3.5, we conclude that
E[(=0xlew — oxWy,)"7>] = 0.

Finally, from Lemma with Z = (=0xle — oxW;_ )" and p = 7o, we
obtain the claimed result. ]

3.4 Moments of Exponential Functionals of
Lévy Processes

While Theorems [3.2.1] and [3.3.1] give the qualitative features of the ruin
probabilities, their usefulness rely on the knowledge of 7 and [, whose
expression depend on the moments (and ultimately the law) of Iy and I..
In this section, we briefly point to some known results on the law of these
exponential functionals and give a method to compute S and [ in the case
when R is a Lévy process. We also apply these results to some classic models
in mathematical finance.

The question of the existence of the moments of I, and the formula in the
case when R is a subordinator were considered in |[Bertoin and Yor, 2005,
[Carmona et al., 1997] and [Salminen and Vostrikova, 2018|. In the case when
R is a Lévy process, the question of the existence of the density of the law
of I, PDE equations for the density and the asymptotics for the law were
investigated in [Behme, 2015]|, [Behme and Lindner, 2015|, [Bertoin et al.,
2008], [Dufresne, 1990|, |Erickson and Maller, 2005], |Gjessing and Paulsen,
1997|, [Kuznetsov et al., 2012], [Pardo et al., 2013], |[Patie and Savov, 2018§]
and [Rivero, 2012]. In the more general case of processes with independent
increments, conditions for the existence of the moments and recurrent equa-
tions for the moments were studied in [Salminen and Vostrikova, 2018] and
[Salminen and Vostrikova, 2019]. The existence of the density of such func-
tionals and the corresponding PDE equations were considered in [Vostrikova,
2018).
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Recall that when R is a Lévy process with characteristics (ag, 0%, Kg), its
exponential transform R is also a Lévy process whose characteristics we de-
note (ap, 0%, K}p). Recall also that the jumps of the processes are related by

the equation A]%t =In(1+ AR;), for all ¢ > 0. The first result concerns (.

Proposition 3.4.1. Suppose that R is a Lévy process. For a >0 and T > 0
the following conditions are equivalent:

(i) E(Jr(a)) < oo,
(i1) fquo1y € O K pdz) < 00,

(ZZZ) f_oi 1{|1n(1+x)‘>1}(1 + :L‘)faKR(dCL’) < 0.

Proof. By Fubini’s theorem, we obtain

E(Jr(a)) =E ( /0 ' e—afftdt> - /0 ' E(e *R)qt.

So, E(Jr()) < oo is equivalent to E(e=f*) < oo, for all ¢ > 0, which, by
Theorem 25.3, p.159 in [Sato, 1999], is equivalent to

/ e “Kp(dr) < oo.
{l=|>1}

Then, note that

1
/ e_o‘xKR(dx):// e “Kp(dr)ds
{lz[>1} 0 J{lz|>1}

—aAR,
=E ( D 1{|AR5>1})
0<s<1
=E ( >+ ARs)al{lln(1+ARs)>1}>
0<s<1

:/ L) >13(1 +2) *Kg(dr).
-1
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This proposition allows us to compute 7 in two standard models of mathe-
matical finance.

Example 3.4.2 (Jump-diffusion log-returns). Suppose that R is given by
R, = apt + opW, + ij;an, where ap € R, 05 > 0, W = (Wy)>0 is
a standard Brownian motion and N = (NV;);>¢ is a Poisson process with
rate v > 0, and (Y},),en is a sequence of iid random variables. Suppose, in
addition, that all processes involved are independent. If for (Y},),en we take
any sequence of i.i.d. random variables with E(e=*¥1) < oo, for all a > 0,
then Sy = 4o00. If for (Y,,)en we take a sequence of i.i.d. random variables
with E(e™®¥1) < oo, when a < ayg, for some ag > 0, and E(e=*1) = 400,
then Br = ayp.

Example 3.4.3 (Tempered stable log-returns). Suppose that Ris a Lévy
process with triplet (CLR,O'??,KR), where ap € R, 05 > 0 and Kjp is the
measure on R given by

Kp(dx) = (C’1|x]’(1+a1)e”1‘“’|1{z<0} + CQx’(Haz)e’A”l{Do}) dx,

where C1,Cy > 0, A\, A2 > 0 and 0 < aq, ay < 2. This specification includes
as special cases the Kou, CGMY and variance-gamma models (see e.g. Sec-
tion 4.5 p.119 in [Cont and Tankov, 2004]). We will show that fr = ;.
Note that, using Proposition and the change of variables y = —x, we
see that E(Jr(a)) < oo, for a > 0, is equivalent to

Cl /OO y*(1+a1)e*(>\1fa)ydy + C2 /oo x7(1+a2)67(a+)\2)zdx < 0.
1 1

But, the first integral converges if o < A\ and diverges if a > \; and second
integral always converges. Now, if a > 2, it is easy to show that E(Jp(«a)) <
oo implies E(J5/%) < oo (see Lemma 3.2.3). Thus, if Ay > 2, we have
Br = Ar.

The method to compute (., is even more explicit since it can be computed
from the Laplace exponent as proven in the following proposition.

Proposition 3.4.4. Suppose that R is a Lévy process and that R admits a
Laplace transform, for allt > 0, i.e. for a >0

E(exp(—aR,)) = exp(ttp(a))
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and that its Laplace exponent 1y has a strictly positive root 3y. Then, the
following conditions are equivalent:

(i) B(I%) < oo,
(ii) B(JX) < oo,
(iii) B(Joo(a)) < o0,
(iv) o < By.

Therefore, Boo = By.

Proof. Note that, for any a > 0 and k£ > 0,

)~ losp(-aft) =B s (25
o (10 (%))

Therefore, Y5(a) = Yyp (%), for all @ > 0 and £ > 0. Then, Lemma 3 in
[Rivero, 2012] yields the desired result. ]

Remark 3.4.5. The root of the Laplace exponent was already identified as
the relevant quantity for the tails of P(7(y) < oo) in [Paulsen, 2002].

Thus, we can compute [, in two important examples.

Example 3.4.6 (Black-Scholes log-returns). Suppose that R, = agt+ogWi,
for all t > 0, where ag € R, og > 0 and W = (W;)>¢ is a standard Brownian

motion, then Rt = (aR — %) t + ogW;, for all t > 0. Thus, we obtain
VYapla) = — (ar — 2o%) a + %oﬂ and, by Proposition 3.4.4L Boo = 282 — 1.

R
We remark that this coincides with the results in e.g. |Frolova et al., 2002]
and |[Kabanov and Pergamentshchikov, 2016].

Example 3.4.7 (Jump-diffusion log-returns). Suppose that R, = apt +
oWy + Zi\io Y,, where ap € R, 05 > 0 and W = (W;)>0 is a standard
Brownian motion and N = (Ny)¢>o is a Poisson process with rate v > 0, and
(Y )nen is a sequence of i.i.d. random variables with E(e=1) < oo, for all
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a > 0. Suppose, in addition, that all processes involved are independent. It
is easy to see that, for all a > 0,

2
Yp(a) = —apa + (%RQZ + (E(e‘o‘yl) -1).

Now, it is possible to show (see e.g. [Spielmann, 2018]) that the equation

Yp(o) = 0 has an unique non-zero solution if, and only if, R is not a sub-

ordinator and 9'(0+) < 0 which, under some additional conditions to invert

the differentiation and expectation operators, is equivalent to ap > YE(Y7).

In that case, [ is the unique non-zero real solution of this equation.

3.5 Conditions for Ruin with Probability One

To complete our study of the ruin problem for the GOU process we give, in
this section, sufficient conditions for ruin with probability one when X has
positive jumps bounded by a > 0 and verifies one of the following condi-
tions

ax <0oroy >0or Ky([—a,a]) > 0. (3.13)

Theorem 3.5.1. Assume that X wverifies the condition . In addition
assume that (P — a.s.), I, = 00, Js = 00 and that there exists a limit

with 0 < L < oo. Then, for all y > 0,

P(r(y) < o0) = 1.

In the case of Lévy processes we express the conditions on the exponential
functionals in terms of their characteristics to get the following result which
is similar to the known results in e.g. [Kabanov and Pergamentshchikov,
2018| and [Paulsen, 199§|.
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Corollary 3.5.2. Assume that X wverifies the condition . Suppose that
R is a Lévy process with characteristic triplet (agp, 0%, Kg) satisfying

/ 10(1 4 2)| L ooy K rl(d) < 00 (3.14)
—1

and
2

o o]
an— '+ / (In(1 +2) = 21{ma+a)<1y) Kr(dr) <0.
-1

Then, for ally > 0,
P(r(y) < o0) = 1.

Proof of Theorem[3.5.1. We have, for all y > 0,
bodx
P(r(y) <o0) > P (su —/ > >
<z (gp(- [ 2) )
bodx
P ( li — ) >
(“io?p( / 6<R>s_) y)
tdXx
> P (] — > | =400 .
- (“i;fp( / 6<R>s) °°>
But, the independence of X and R implies
bodx
Pl — - =
(maow (= [ 5t75) =)
LdX
:/ P (limsup (—/ d s) :oo) Per(dq)
D t—o0 0+ Gs—

where D is Skorokhod space of cadlag functions on R,;. We remark that the

event
(i (- [ 52 =<}
limsup | — = 00
t—o0 0+ gs—
b ax,

+ qs—
either probability 0 or 1. We will now show that

b dX
P(limsup (—/ d s) :oo> =1
t—o00 0+ q$—

v

is a tail event for an additive process (— / ) and this event has
0 t>0
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on the set

Q= {q ED: L(g) = 00, Jaolg) = 00, lim —AL

e L(g), 0 < L(q) < OO}

of probability 1. Here we denote as previously I,(q) = [, ¢;'ds and J,(q) =
[ q;%ds.

Imitating the proof of Proposition for the truncation function 1y,<a,
we obtain

t
P (limsup (—/ dXs) = oo)
t—o00 0+ QS—

—P <hm sup <—CLXIt(CI) —oxWye — Mtavd(Q) - Uf(Q)) = OO)

t—o00

t—o00

>P (lim sup <—GX[t(Q) — OXWJt(q) — Mf,d(q)) = OO) )

where ,
M (q) Z/ /ﬂfl{x|3a}(ux(ds,dx)—Kx(das)ds)
o+ JR
and

t
Uta(‘J):/O Awl{m|>a}ux(ds,dw)-
+

The last inequality follows from the assumption Kx(Ja,+o0]) = 0 which
implies that Uy <0 for all ¢ > 0.

Next, Hy(q) = —oxW, — M{(q) is a locally square-integrable martingale
and using the independence of the terms in the Lévy-It6 decomposition of
X, we can obtain its variance :

B0 = (o4 + [ LK) o) = o200

with 07 = 0% + [ 2*1{ja)<a} Kx (d2).

Now if o¢ = 0, then by assumption we would have ax < 0 and M/ 4 — 0, for
all t > 0, and thus

_ L dX, :
P | limsup | — =o0 | > P (limsup(—axli(q) =0 | =1
t—o0 o+ 9s— t—o00
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since I (q) = 0o on the set Q.

If o¢ > 0, we take an increasing sequence (f,)nen starting from zero and
increasing to oo and, for all n € N* and 0 < k < n we set

]:—In,k _ Htk (q) - Htk—l(q)'
Ji,(q)
Then, (ﬁnﬁ)n,keN* is a martingale difference sequence (for the obvious fil-

tration) which satisfies the conditions of the central limit theorem for such
sequences (see e.g. Theorem 8 p.442 in [Liptser and Shiryayev, 1989]). Thus,

Hy, (
n an_>£
O'g\/Jtn ;

as n — oo, where £ < N(O, 1). Thus,
tn dX d

\/Jtn /+ q‘97

as n — oo. Then, by the Skorokhod representation theorem, we can find a
probability space (Q ]—" P) a random variable ¢ and a process X which are
equal in law to the random variable £ and the process X respectively such
that

—axL(q) + o0&

tn dX
lim —

n=oo Jtn / qs—

Thus, on the set {—axL(q) + 055 > (0} of positive probability, we have

. bdx, ,  dX,
limsup | — > lim | — = 00,
t—o0 0+ qs— n—oo o+ Qs—
bdX,
P (limsup (—/ ) = oo) > 0.
t—o00 0+ ds—

So, this last probability is equal to one for all ¢ € ). But, since @ is itself
an event of probability 1, we finally obtain

P (e (- [ st) =) =

= —axL(q) + o€ (P —a.s.).

and so also
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Finally, we apply this result to the case of Lévy processes.

Proof of Corollary[3.5.9. Assumption (3.14)) implies that E(|R;|) < oo and,

by the law of large numbers for Lévy processes, we get that

. R - o2 >
tli>m Tt = E(Rl) =ap — 7}2 + / (111(1 —+ (E) — :Ij']_{“n(l_,_xﬂgl})KR(d:C).
o -1

But, the fact that lim;_, % < 0 is equivalent to I, = Joo = 00 (P — a.s.)
by Theorem 1 in |[Bertoin and Yor, 2005]. So it is enough to check that the
limit

lim — =1L

t—o0 £/ J;
exists with 0 < L < oo (P — a.s.).

We obtain, using de 'Hospital’s rule and the time-reversion property of R
that

N M A d * 9h, 2
lim —== = Jim 2 ﬁt—2</0 *firds

The last integral is finite (P — a.s.) again by Theorem 1 in [Bertoin and Yor,
2005]. O
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Chapter 4

On the Law at Fixed Time of
GOU Processes

In this chapter, we assume that X and R are independent Lévy processes with
triplets (ax, 0%, Kx) and (ag, 0%, Kg), and such that AR, = R, — R, > —1,
forallt > 0 (P —a.s.). We have seen (in Section that the GOU process
Y = (Y;)i>0 given by

Y, = E(R), (y + /Oi S(R)SldXS) L >0, (4.1)

where £(.) is Doléans-Dade’s exponential (see Proposition [1.2.10| for the def-
inition) is the unique (strong) solution to the following SDE :

dYy =dX; + Y, dR;, t >0,

with Yy = y > 0 and is used as a model for the surplus of an insurance
company facing both market and insurance risks. In the last chapter, we
studied the ruin probabilities of this process but we also mentioned that
today the risk of an enterprise is calculated mostly via measures based on
the quantiles of the distribution of Y;, for some fixed time ¢t > 0 (this is
closely related to the so-called value—at-rz’skﬂ). Thus, in this chapter, we give
some directions for the study of the law of V.

1See e.g. [McNeil et al., 2015] for the definition and related risk measures.
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We start this chapter by recalling some related results in Section [4.1] Then,
in Section [4.2] we use standard methods of the theory of Markov processes
to obtain a partial integro-differential equation for the density when it exists.
We also give sufficient conditions for the existence of this density. Since this
equation seems hard to solve, we concentrate in the remaining parts on ap-
proximations for the law of Y; when ¢ is either small or large. Following this
idea, we obtain, in Section [4.3] a normal-log-normal mixture approximation
of the law of ¥; when ¢ is small, and, in Section [4.4] log-normal approxima-
tions for the negative and positive parts of the law of Y; when t is large, in
the so-called small-volatility case.

4.1 Related Results

The question of the identification of the law of Y;, for fixed t > 0, seems to
be quite open. There are, however, some results in the literature which we
mention now. In [Hadjiev, 1985], the Laplace transform of Y; is computed
when Y is the LOU process (see Section for the definition) and a slight
adaptation of the proof yields the characteristic function for these processes.
However, these expressions seems hard to invert even in this simpler case. In
[Feng et al., 2019], the case when R; = ¢, for all ¢ > 0, and when X is a Lévy
process is studied. The authors obtain a formula for the Mellin transform
of Y, (q), where e(g) is an independent exponential random variable with rate
q > 0 and they are able to invert the Mellin transform to obtain the density of
Y. (q when, in addition, X is the Kou process. Lastly, in [Brokate et al., 2008]
a partial integro-differential equation is obtained for f(¢,z) = P(Y; > z) in
the particular case when X is the Cramér-Lundberg model, R is a Lévy
process and y = 0.

In contrast with the identification of the law of Y;, the question of the exis-

tence and the identification of the stationary law of Y which is, under some
conditions (see Lemma below), the random variable

Zoo:/ E(R). dX..
0+

has received a great deal of attention. This is due to the fact that Z, is the
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natural generalization of the exponential functional

Ioo:/ E(R)s-ds
0

which appears in numerous domains of probability (see [Bertoin and Yor,
2005] for some examples). In [Carmona, 1996], under some conditions, par-
tial integro-differential equations are obtained for the characteristic function
and the density (when it exists) of Z,,. These results are treated more exten-
sively and generalized in [Behme and Lindner, 2015], [Carmona et al., 2001]
and |Gjessing and Paulsen, 1997]. We mention specifically [Gjessing and
Paulsen, 1997] where a list of explicit distributions for Z, is given for dif-
ferent choices of X and R. The are many other more subtle results available
on Z., such as a characterisation of the almost sure finiteness, conditions for
the infinite decomposability and conditions for the existence of the density
of its law. Since they are less related to our concern in this chapter, we refer
the interested reader to [Behme, 2015 and [Bertoin et al., 2008] and the
references therein for a more extensive discussion.

In this chapter, we thus propose the study of Y; as an interesting problem in
itself and lay some directions which expand the mentioned literature.

4.2 Kolmogorov-type Equation and Existence
of the Density

Recall that if S = (S5;)i>0 is a time-homogeneous Markov process on R, we
define its transition semi-group (P;)i>0 as P.f(z) = E.(S;), for z € R and
f € C(R) and where E,(.) represents the expectation w.r.t. the law of S;
conditionally to Sy = z. For the Markov process S we can then define the
domain of the generator D® as the set of f € C(R) such that there exists a

limit P
A% f =1lim W= f

t—0 t

w.r.t. the uniform topology on C(R) (i.e. the topology given by the uniform
norm |glee = sup,ep [9(z)|)f| For f € D5, the operator A is called the
generator of S.

2We refer to Section for the definition of the functional spaces used in this chapter.
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Feller processes are time-homogeneous Markov process for which the genera-
tor satisfies some additional regularity conditions. Following the convention
of [Behme and Lindner, 2015|, we define Feller processes as follows.

Definition 4.2.1. A time-homogeneous Markov process (Si)i>o is a Feller
process if its transition semi-group (Py)i>o satisfies, for each f € Co(R),

1. Pf € Co(R),
2. limy_,o P,f = f, for the uniform topology on C(R).

In [Behme and Lindner, 2015] it was shown that the GOU process (4.1)) is a
Feller process and an expression for the generator is given.

Proposition 4.2.2 (Corollary 3.2 in [Behme and Lindner, 2015]). The pro-
cess Y is a Feller process with generator AY whose domain contains the set

S ={f €C3®) : lim (jaf'(x)| + |2*f"(x)]) = 0},

and which, for f €S, is given by

A f(2) = 5(0% + o) /(2) + (ax + anz) ' (0)

s [ U - f@) - P Eald) (@2)

1

+ /R(f(:c +2) = f(2) = f(2)21{21<1y) Kx (d2),

where Kx and Kg are the Lévy measures of the processes X and R.

From this expression, we can now obtain an equation for the density (when
it exists) using the standard theory of Feller processes and integration by
parts. This is a similar method to the one used to obtain the equation for
the density of exponential functionals of processes with independent incre-
ments in [Vostrikova, 2018]. We denote by p(t, x) the density of the law of
Y; w.r.t. the Lebesgue measure and denote p = (p(t, ) )t>0.2cr-

Theorem 4.2.3. Assume that Kr((—1,00)) < oo and that Kx(R) < oo.
Assume that Y; admits a density p € CY2((0,T) x R) w.r.t. the Lebesque
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measure X, for all t € (0,T). Then, p satisfies the following partial integro-
differential equation :

Op(t,x) =
C%Xamp(t, r) + %&w (2p(t,2)) — ax0,p(t, x) — ardy(zp(t, x))
" /T (p(t’%l:;) ) —p(t,z) + 21{Z|§1}<9z(wp(t,x)>> Kg(dz)

+ /]R (p(t, x—2z) —p(t,x) + 21q.1<130.p(t, x)) Kx(dz)

for all (t,x) € (0,T) x R, with initial condition p(0,x) = §,(x), where §, is
the Dirac measure at y > 0.

Proof. Condition 2 of Definition means that the transition semi-group
is strongly continuous on Cy(R). Moreover, by Proposition 1.5 p.9 in |[Ethier,
and Kurtz, 1986], we then know that for f € DY, we have P,f € DY, for
each t > 0, and

d

%Pt f=AYPf=PA"f. (4.3)

Let M, = f(V;)— [ A f(Y,)du, for all t > 0 and f € DY. We will prove first
that (M;)s>o is a martingale w.r.t. the natural filtration (F) );>o of Y. The
integrability follows from the fact that f and AY f are continuous functions
vanishing at infinity and thus are bounded. For the martingale property,
note that, for 0 < s < ¢, we obtain (P — a.s.) using the change of variables
v = u — s and Fubini’s theorem,

MMrmeW=HﬂK%Jﬂmﬁﬁj/EMWO@WDM
=Eumwﬁumﬂv—AﬂEmwwumﬂmw

But, from the Markov property and Equation (4.3)), we obtain (P — a.s.)

B(AY (Vo) 1)) = BA f(Vi)IV2) = PoA F(V) = - PL(Y)).
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Thus, (P — a.s.)

tsd

B(M, — MAFY) =B 0DY) — F1) = [ P

= P00 = £ = [ TP =0,

This means that (M;);>o is a martingale and E(M;) = E(M,) = 0, for all
t > 0, and thus, if Y; admits a density p(¢,.), that

d

GO0 = [ f@antade = [ A j@ptads, (@)

for all f € DY.

Let C? designate the functions of class C* with compact support. Then,
C? C S and, using the definition of the generator of Y, we find that for
fecs

/AY p(t,x)de =1, + I, + Is + I,

where

1
I, = / 5(03( + 0%x2)f”(x)p(t,x)dx,
R

I = / (ax + ara) f'@)p(t, 2)dz,

I3 = // (t,x)(f(x +x2) — f(z) — f(x)r2y<1y) Kr(dz)dx

and

li= / (/(f(x +2) = f@) = f(2)21g)p(t, x)dx) Ky(dz).
R R
Using integration by parts, we obtain

I = /IR (%&mp(t,x) + ‘;—%am (x2p(t,ac))) f(x)dz.

and

I =— /R (ax0.p(t, x) + ardy (zp(t,x))) f(x)dz.
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Using the change of variables u = (14 z)x and Kg((—1,00)) < 0o, we obtain

Iy = /R (/Oop(t,u(l + 270 +z)_1KR(dz)) F(u)du

-1

_/R (/:Op(t,x)KR(dz)> fx)dz
+/R </_O: zl{lz|§1}0x(:cp(t,:c))KR(dZ)) f(a)da.

Using the change of variables u = 2 + z and Kx(R) < oo, we obtain

I :/R(/Rp(t,u—z)Kx(dz)) f(U)du—/R</Rp(t,x)KX(dz)) flz)dz
+/R (/Rzl{lzlgl}ﬁxp(t,x)KX(dz)) f(z)da.

Since Equation (4.4)) is valid for all f € C?, this yields the claimed equation
(A —a.s.). O

The theorem gives no information about the existence of the density of Y,
however. Thus, we give, in the next proposition, some simple conditions for
the existence of a sufficiently regular density and thus for the existence of a
classical solution to the PIDE from Theorem[£.2.3] We recall that Y; depends
on y its initial value and so does p. To make this dependence explicit, we
will write p¥(¢, x) instead of p(¢,z) from now on.

Proposition 4.2.4. Assume that

1. E(|X1]P) < 00 and E(|R1|P) < oo, for all p € N*,

2. ox >0,

3. there exists p > 0 such that Kr((—oo,—1+ p]) = 0.
Then, for all T > 0, the function (y,t,x) — pY(t, ) is of class C*°(RY x
(0,7) x R).

Proof. Recall that the Lévy-Itd decompositions ([1.11)) of X and R are:

t

X, = 0xt +ox W + / w(px (ds, dz) — Kx (dz)ds) (4.5)

0+
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and .

R, = 0t + opW + / 2(pr(ds, dr) — Kp(dz)ds),
0+

where 0x = E(X;) and 0 = E(R;) and (Wt(l))tzo and (Wt@))tzo are two
independent Brownian motions.

Since the processes X and R are independent, the process L = (L;)¢>o given

by

L., — ( f(f-i- flRﬂC(,uX(dS,d:L') — Kx(dz)ds) )
t f(ir ffoo x(ﬂR(d& dSC) — KR<d$lZ)d8) ’

for all £ > 0, is a two dimensional Lévy process. Thus, its jump measure py,
is a Poisson random measure on £ = R X (—o0, 1) and its Lévy measure is
Kp(dz,dz) = Kx(dz)do(22)dzo + Kg(dz2)do(z1)dz1, where 0y is the Dirac
measure at 0. The expression of K follows from the fact that since X and
R are independent they do not jump together and, thus, the jumps of L are
caused either by the jumps of X or R, i.e., the number of jumps of L of
sizes belonging to A C FE is the sum of the number of jumps of X of sizes
belonging to ANR x {0} and the number of jumps of R of sizes belonging
to AN{0} x (—o0,1).

Thus, the process Y can be rewritten as the solution to the following SDE:

Yi=y+ /ta(Y;_)dS + /t b(Ys—)dWi
0 0+ (4.6)

t
+/ /C(Ys_,21,z2)(uL(ds,dz1,d22) — Kp(dz,dz)ds),
0+ JE

where W, = (Wt(l), Wt(2))T is a two-dimensional Brownian motion, a(u) =
dx + 0pu, b(u) = (ox,0ru) € M12(R) and c(u, 21, 22) = 21 + uzy are appro-
priately chosen functions. Here M »(RR) is the space of real-valued matrices
with 1 row and 2 columns and the product b(Y;_)dW; has to be interpreted

as the scalar product between b(Y;_) and (th(l), AW,

To prove the existence of the density, we will now use Theorem 2-29 in
[Bichteler et al., 1987], which gives conditions for the existence of densities
for solutions of SDEs of the form . In order to state the theorem we
introduce the following conditions which are adapted to our problem.

The first condition is (A —r):
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e a, b are r-times differentiable with bounded derivatives of all orders,

e ¢ is R, x F-measurable, c(., 21, 29) is r-times differentiable for each
(21,22) € B, ¢(0,.) € M2, LP(E, K1) and

(2 o

for all 1 < n < r, where, for an integer p > 2, the notation L£?(E, K)
denotes the class of functions on E whose p-th power is integrable w.r.t.
to KL.

sup
ueR

e (" LP(E, Ky).
p=2

The second condition is (B — (€,d)): there exists e > 0 and § > 0 such that,

for all © € R, we have
€

T 14 fuld

=
S
=
£
<
V

And the last condition is (C — E): there exists = > 0 such that

for all w € [0,1], u € R and (21, 29) € E.

Fixing » € N* and T > 0, Theorem 2-29 p.15 in |Bichteler et al., 1987,
shows that if the conditions (A — (2r + 10)), (B — (¢,0)) and (C — E) are
satisfied, then the function (y,t,x) — p¥(t, z) is of class C"(R* x (0,7T) x R).

Concerning condition (A — (2r + 10)) we see that, in our case, it is equiva-
lent to

/ |21[P K1 (dz1,dz) < 0o and / |20|P K1 (dz1, dzg) < o0,
E E

which in turn is equivalent to

1

/ |21|P K x (dz1) < oo and / |22|P K r(d2g) < o0,
R _

o)

or E(|X;|P) < oo and E(|R;|P) < oo, for all integers p > 2, by Theorem 25.3
p.159 in [Sato, 1999]. This shows that (A — (2r + 10)) is satisfied, for all
r € N*.
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Condition (B — (¢,4)) is satisfied with § = 0 and € = 0%, since b(u)b(u)? =
0% + oku® > o%, for all u € R.
Finally, for the last condition, note that, since zo > —1 4 p by assumption 3,
we have P
1+ wa—c(u,zl,zg) =1+wzn>1+(p—-1)w.
u
Now if p > 1, we take = = 1 and the proof is finished. If p < 1, the function

w +— 1+ (p— 1w is non-increasing and 1+ wic(u, z1,2) > p. Thus, we
can take = = p to satisfy condition (C — E) and to finish the proof. O]

The assumptions in the last proposition are somewhat restrictive, but they
allow to formulate the following proposition which describes the density of
the pure diffusion model.

Proposition 4.2.5 (Fokker-Plank Equation in the Pure Diffusion Case).
Assume that X; = axt + UXWt(l) and R; = agt + O'RWt(Q), for all t > 0,
where W) = (Wt(l))tzo ans W@ = (Wt(Q))tZO are two independent Brownian
motions. Assume that ox > 0. Then, Y; (with Yy =y > 0) admits a density
pY such that (y,t,x) — pY(t,x) is of class C*(R% x (0,7) x R), for any
T > 0, and it is the unique solution of the following PDE :

2 2
oY (t,x) = GTX@mpy(t, T) + %@m (*p?(t, x)) — ax0.p*(t, x)

— ag0, (zp?(t,x))

with (t,x) € (0,T) x R and initial condition p¥(0,z) = 0,(x).

Proof. The existence of the density follows from Proposition and the
form of the equation from Theorem 4.2.3, The only thing that remains to be
checked is the uniqueness of the solution.

Note that we can rewrite the equation in the parabolic form
O?(t, x) — a(x)0pep” (t, ) + b(2)0,p? (t, x) + c(z)p?(t,z) = 0

with

1
ala) = (0% + o),
b(x) = 20% — ax — arx
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and
c(x) = 0% — ag.

We also have )

1
a(x) = 5(03( + o%2?) > 07)( > 0,

for all x € R, and, thus, the equation is uniformly parabolic in the sense of
the definition p.350 in [Evans, 1998]. Thus, the uniqueness follows from the
general uniqueness result for this type of equation, e.g. Theorem 4 p.358 in
[Evans, 199§]. O

We thus obtained an equation that yields as a solution the density of Y;, for
each fixed time ¢ > 0, and showed that, in the pure diffusion case at least,
the solution to the equation in Theorem is exactly this density. How-
ever, these results seem to be of little practical value since, even in the pure
diffusion case, the equations seem hard to integrate without some numerical
method. We will thus focus in the remaining parts on approximations for
the laws of Y;, when t is either small or large.

4.3 Small-time Approximation

In this section, we will suggest an approximating distribution for Y; when ¢
is small. This could be useful in the banking business where risk measures
such as value-at-risk are usually computed overnight.

Let R = (Rt>t20 be the exponential transform of R. Then, by definition, we

have .
Y, = eft (y+/ eRs—dXS) > 0.
0+

Define also the exponential functional of R by
o
I; :/ ef=ds, t>0.
0

The approximations we obtain will depend themselves on an approximation
of the exponential functional. In order to have an explicit approximation for
this functional, we restrict ourselves to the case where R, = agrt + O'RWt(Z)
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and, hence, R, = dgt + O’RWt(Q) with dp = ar — 0%/2.

Theorem 4.3.1. Assume that R; = aRt+aRVVt(2), forallt > 0, with og > 0,
and that

/R]:v\Kx(da:) < 0. (4.7)

Then, ast — 0+,
Y, —y—6x],
= P ()}
o(y) I

where o(y) = 0% + oxy* and dx = E(X;).

Proof. First note that, for each t > 0,

t

(I;,Y3) 4 (It,yeét +/ eRS‘dXs) ) (4.8)
0+

This follows from the time-reversal property of X and f%, namely, for each
t > 0, we have

~

(Rt, (Rt - ﬁi(t—s)—)ogsgh (Xt - X(t—s)—)OSsSt) i (Rta (}?s)ogsgt, (Xs>0§s<t)

and so .

. o . .
Y, = yel® +/ eftt=fs— g X, 4 yeltt + / efts-dX,.
0+ 0+

The condition (4.7) implies that X is integrable, and so, using the Lévy-Ito
decomposition (4.5) and Proposition we obtain

t t
( / eRS—dXS) < <5X1t—|—0X / eRs—dW§1>+N;l) (4.9)
0+ t>0 0 t>0

¢ )
Ntd:/ /eRS:v(,uX(ds,dx)—KX(dx)ds),
o+ JR

with

and where W@ and N¢ are independent.

Let
_ Y, —y—ox1;

V;
a(y)1,

L t>0.
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We will compute the characteristic function of V; and show that it tends to
the characteristic function of a standard normal distribution as ¢t — 0+4-.

We have, for all u € R,

E [exp (iuV;)] =

B

For any g € D, denote I,(g) = [, e9®7)ds, J,(g) = [} *(7)ds and

Ry = g(s),s > 0)] : (4.10)

/ / 2(pux (ds, dz) — Kx(dz)ds).

Using the independence between X and R, the conditional independence
between W) and N¢ and Equations (4.8) and (4.9)), we find that the condi-

tional expectation in (4.10)) is equal to
Cy(eD —1) +ox [y, e”dW, + Ni(g)
E [ exp|iu
o(y)1i(9)
g(t) Eeals=) gy
= exp iuy<e—1) E | exp iuUX f0+
o(y)1i(9) o(y)1i(9)
Nd
x E | exp zu#g) .
o(y)1(9)

Since fg N 96 W is a normal random variable with variance Ji(g), the
first expectation in the r.h.s. of the above equation is equal to

2 .2 J
exp (_U 9x t(9>> .
20(y) 11(9)
For the second one we obtain, using the compensation theorem (which is

allowed by (4.7))) and the expression for the characteristic function of integrals
w.r.t. Poisson random measures see e.g. Proposition 19.5 p.123 in [Sato,
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1999],

E (exp (iulo(y)L(9)] N (9))

—4mp</)/n< 240 ”%W”x——%fg%é5—1>Kku@¢%
— e [ [ G R ) (s

where A
iuelts—x

o(y)!

H(:U, R577 [) = exp<iu[0-(y)]']*1/2€}?s_x) .
Combining the above computations, we get

E [exp (1uV;)] =

E(exp (i“y(ej(y_)flt) - uax Jt / /Hw B 1)Ky (da)ds ))

Let

t
= / / H(z, Ry, I;) Kx(dz)ds, t > 0.
0+ JR
By an easy computation, we see that, for all a € R,
0 <l —ia—1| < 2]al.

(here ||z]| represents the norm of some complex number z € C) and so

j“_y) ([ telrcxtan) ) Vi

But, limy 04 vVI; = 0 (P — a.s.) and so, by (4.7), h(t) = 0 (P — a.s.), as
t— 0+.

Ih(t)] < / / VH (2, Ro 1) Kox (d)ds <

Then, an application of de I’'Hospital’s rule yields

. .t
tl—lfo%rz =1 and tl—I}OI}‘r]_t =1 (P —a.s.).
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Moreover, from Taylor’s approximation and since R, — 0 (P — a.s.), as
t — 0+, we have
eRt —1 Rt

Y

So we obtain, from Slutsky’s lemma and the fact that Wt(Q)/\ﬁ L N(0,1),
for all t > 0, that

<1 + O(Et)) :

eflr — 1 d

\/Z —)O’RN(O,l),

as t — 0+. Another application of Slutsky’s lemma yields

Jt t eRt—l) d
ht), 2 L 1) L (01,1, 002),
(103 1 ) S 01102

as t — 0+, with Z 4 N(0,1), and thus

lim E [exp (iuV})] = _wox\ g
Jm B lexp (1uVt)] = exp 20(y)
2

~ exp (_3) .

The theorem shows conditionally on the knowledge of I;, we can obtain an
approximation for Y; for small t. At least in the case when Ji’t =d Rt+oRWt(2),
for all £ > 0, an approximation of I; for small ¢ is known. Indeed, rescaling
the variance of the Brownian motion from 1 to o% in the proof of Theorem
2.2. in [Dufresne, 2004, we obtain, as t — 0+,

In(Z;) — In(¢)

4 N(0,1).

OR t / 3
Thus, we can obtain an approximating distribution for Y; when ¢ is small,
as a normal-log-normal mean-variance mixture with common mixing random
variable. We refer to [Barndorff-Nielsen et al., 1982] for more details about
such distributions.
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Small-time Approximating Distribution. Under the assumptions of The-
orem 4.3.1, we suggest to use a normal-log-normal mixture model defined by
the following density

(u—y— 5XU)2

Fvun(u,t) = / wﬁﬂp (— 20(y)0

) grn (v, t)dv, (4.11)

where o(y) = 0% + o%y? and

gin(v,t) = ULRU\/%GXP (_3(111(@2)0_12%?@))2)

to approximate the law of Y; when t is small.

As an example, we consider the Cramér-Lundberg model with investment in
a Black-Scholes market.

Example 4.3.2 (Cramér-Lundberg-Black-Scholes). Let X = (X;):>0 be de-

fined as
Ny

Xt:pXt_ZZia t>0,

i=1

where N = (N;):>0 is a compound Poisson process with rate Ax and (Z;);en-
is an independent sequence of non-negative i.i.d. random variables with
E(|Z1]) < oo. The investment process is given by R, = agt + ORWt(Z), for all
t > 0, with oz > 0, as required in the assumptions of Theorem [4.3.1

Let us prove that Assumption (4.7)) is satisfied. It is well known that Kx (dz) =
Ax Fz(dx), where F is the distribution function of —Z; (see e.g. Proposition
3.5 p.75 in [Cont and Tankov, 2004]). Thus, we have

/RI:v!KX(da:) = \E(Zy]) < 0.

Thus, the assumptions of Theorem are satisfied. Moreover, by condi-
tioning on N it is easy to check that dx = E(X;) = px — AxE(Z;) and we
have o(y) = o%y?, which yield the parameters of the approximating distri-
bution.
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4.4 Large-time Approximation

In this section, we briefly recall some known results on the large-time be-
haviour of Y; and obtain an log-normal approximation for the negative (Y;)~
and positive (Y;)T parts of Y; when ¢ is large, in the small-volatility case.

Define the following quantities

t ~ t A
s :/ efts=dX, and Z, :/ e - dX,.
0+ 0+

Define also IIx(z) = Kx((—o00, —x]) + Kx([z,00)). The following lemma
follows readily form the known literature.

Lemma 4.4.1. Assume that

E(|R,]) < oo and /100 In(z)[Ilx (dz)| < oo.

1. (Large volatility case) If B(Ry) < 0, then (Z);so converges to finite
random variables Zy, (P — a.s.) and Y, A Zoo, A4S T — 00.

2. (Small volatility case) If E(Ry) > 0, then (Z;);so converges to a finite
random variables Z, (P — a.s.).

Proof. The first case is proven by applying Theorem 2 in [Erickson and
Maller, 2005] to the Lévy process (—R;);>o and using Theorem 3.1 in [Car-
mona et al., 2001]. For the second case, we apply Theorem 2 in [Erickson
and Maller, 2005] to the Lévy process (Ry)sso- O

Remark 4.4.2. The terminology of large and small volatility comes from
the fact that if R; = apt + O'RWt(Q), we have f%t = (ag — 012%/2)15 + O'RWt(Q),
t > 0, by Proposition and so E(R;) < 0 is equivalent to ag < 0%/2
and E(R;) > 0 to ag > 0%/2.

The lemma shows that, in the large volatility case, the known results about
the distribution of 7, immediately give a way to approximate the distribu-
tion of Y; when t is large. We refer to [Gjessing and Paulsen, 1997] where a
list of the laws of Z is given for various choices of X and R. We also men-
tion [Paulsen and Hove, 1999] where a Markov chain Monte Carlo method is
proposed to simulate Z...
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However, the question of how to approximate Y; for large ¢ in the small
volatility case seems to be open and thus the goal of this section is to obtain
an approximation for that case. Part of our proof will be based on the fol-
lowing specialization of a result in [Feigin, 1985] which gives a central limit
theorem for martingales.

Lemma 4.4.3 (Theorem 2 in [Feigin, 1985]). Let M = (M,);>o be a locally
square-integrable martingale. Assume that

1. Timy oo B(M?) = o0,

2.
I E(SUPogsgt |AM])
im =0,
t—00 EXA4?)
3. and, ast — o0,
[M]: =
1
B(M7)
Then, ast — oo,
M,
M4,
E(M?)

The idea for the proof of the main result below is inspired by the proof of
Theorem 3.3 in [Dufresne, 2004].

Theorem 4.4.4. Assume that f:i 15 a non-deterministic Lévy process with
bounded jumps. Assume that E(Ry) > 0 and that

/loo In(2)| [Ty (dz)] < 0.

Additionally, assume that P((Y;)"™ > 0) > 0, P((Y;)~ > 0) > 0 and that

P(Zo+y=0)=0 and P(Z,+y=0)=0, Vt>0. (4.12)
We have
+) -\ —
In (Y)") = drt 4 N(0,1) and In ((Y)7) = drt q, N(0,1),
th th
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where dg = B(Ry) = ar — 0%/2 and

2’ Kp(dr) = of —I—/ |In(1 + z) 2 Kg(dz).

-1

kp = Var(Ry) = 0% + /
R

Proof. Let b > 0 be a bound on the jumps of R. By Proposition |1.2.12]
the characteristics of R (for the characteristic function h(z) = 1y<p}), are
(dr, 0%, Kp) and the Lévy-It6 decomposition is

¢
R, = dgt + oW + / / z(pp(ds,de) — Kp(dr)ds).
0+ J{|z|<b}

Thus, A
R, —dgt M,
VErt  VEgrt

where M = (M;)¢>o is given by

t
M, = opW® +/ /x(ué(ds, dz) — Kp(dx)ds), t>0.
0+ JR
Here, we replaced the set {|z| < b} in the integral by R since the jumps are

bounded by b.
We will start by proving that, as t — oo,

M,

\/k_RtiN(o,l).

We separate into two cases (i) [, #*Kz(dz) = 0 and (i) [ 2>Kz(dz) > 0.

First, for case (i), note that the assumption implies
. t
E( ) (AR)’|=E (/ /xQKR(dx)ds) =0,
0<s<t 0+ JR

and so AR, = 0 (P — a.s.), for all ¢ > 0. Thus,

H o (2)
B —drt _ onWi 4 g 1),
kgt oVt
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For case (ii), we will use Lemma . Using the independence of the terms in
the Lévy-Ito decomposition and Theorem 1 p.176 in [Liptser and Shiryayev,
1989|, we obtain

¢
E(M}) = ojt +E </ /1’2KR(d:L’)d8) = kpt.
0+ JR

Thus, M is locally square integrable and the first assumption of Lemma [£.4.3]
is satisfied.

The second assumption is also satisfied since, as t — oo,

E(SUpogsgt |AM) _ E(SUPogsgt ‘ARsD < b
E(Mtz) krt ~ Vkgt

For the third assumption, note that

[M], = (M), + Z (AM,)? —a§t+/t /xQMR(ds,d:U), t>0.

0<s<t

But,

M), _of 1 f0+ Je 7 pi(ds, dx) )
BOMZ) k| ku J [, 2K p(dn)ds </ KR(dx))'

Now, Theorem 12 p.145 in |Liptser and Shiryayev, 1989] tells us that for a

locally integrable increasing process A, we have A;/ A, LN 1, as t — oo, where
A is the compensator of A when P(A, = 00) = 1 and

E (Sup AAt> < 0. (4.13)
>0

Thus, letting

t ¢
Ay :/ /x2,uR(ds,dx) and A, :/ /x2KR(dx)ds:t/x2KR(dac)
0+ JR o+ JR R

we see that indeed A is locally integrable increasing and that P(floo =00) =1
when [, 22K 4(dv) > 0. For (4.13), note that AA, = (AR,)? < b?, for all
t > 0, and thus

E (sup AAt> <P < 0.

t>0
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From Lemma [4.4.3, we then obtain

ét—th d
—— = N(0,1), 4.14
N (0,1) (4.14)

as t — oo.

Now, note that from P(Z; +y = 0) = 0, we obtain P(Z; +y # 0) = 1 and
so, for all ¢ > 0,

or equivalently

In ((Y3)*) = R, +1n ((y + Zt)+1{2t+y;é0}> (P —a.s.)

or

In((Y,)") —dgt R —dgt . In ((y + Zt)”{zﬂﬁm})
Vgt kgt Ent

But, Lemma implies that (Zt>t20 converges to a finite random variable
(P —a.s.), and so, as t — oo,

(P —a.s.).

I (5 + 20 Lzyioy) = 0 (W4 Z0) Lziyy) (P = a5,

From Assumption , we then obtain P(Zs +y # 0) = 1 and so the
limiting random variable is finite (P — a.s.). Thus, and Slutsky’s
lemma yield the final result. The proof for (Y;)~ is obtained by replacing
()™ by (Y;)~ in the above arguments. O

Remark 4.4.5. An adaptation of the proof of Theorem [2.2.3|shows that we
have P(Z, + y = 0) = 0, for all t > 0, when ox > 0 or Kx(R) = co. The
condition P(ZOO +y = 0) = 0 seems harder to verify. Some results concerning
the absolute continuity of Z,, are given in [Bertoin et al., 2008].

Thus, we can suggest large-time approximating distributions.
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Large-time Approximating Distribution. When E(Rl) < 0 (large volatil-
ity) and under the assumptions of Lemma [4.4.1 we suggest to use the dis-

tribution of -
Zoo = / efls-d X,
0+

as an approximating distribution for Y; when ¢ is large.

When E(R;) > 0 (small volatility) and under the additional assumptions of
Theorem {4.3.1], we suggest to use the log-normal distribution defined by the

following density
B 1 (In(v) — th)2>
gLN(U) B vV 27T]€Rt P < Qth
where dp = E(R,) = ap — 0%/2 and
kg = Var(R;) 2012%—1-/ |In(1 + 2)]*Kg(dz),

-1

as an approximating distribution for the laws of (Y;)™ and (Y;)~ when ¢ is
large.
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introduced in ruin theory by Paulsen in 1993 as
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an a priori basis.
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